The astrophysical S factor of $^{12}C(\alpha, \gamma)^{16}O$ at stellar energy
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Abstract

Stellar models show an exceptional sensitivity on the cross section of $^{12}C(\alpha, \gamma)^{16}O$ and a precision of about 10% is required to provide adequate constraints on stellar evolution. A measurement at the astrophysical energy, $E_0 \approx 300$ keV, is unfeasible due to the extremely low cross section. Furthermore, the extrapolation of existing high-energy data is complicated by a complex reaction scheme. Besides direct measurements of $^{12}C(\alpha, \gamma)^{16}O$, the $\beta$-delayed $\alpha$-decay of $^{16}$N and $^{12}$C + $^4$He elastic scattering provide additional information for the relevant $^{16}$O levels. In this Letter we present a new $R$-matrix analysis, where systematic uncertainties of the included data sets, in particular the absolute normalization, were treated in the fitting procedure. The data were selected according to rigorous criteria in order to reduce uncontrolled systematic effects and, finally, a Monte Carlo approach was used to evaluate the uncertainty at astrophysical energy. The resulting S factor, $S(300) = 161 \pm 19_{\text{stat}} \pm 8_{\text{sys}}$ keVb, is, for the first time, close to the required precision.

1. Introduction

In the first stage of stellar helium burning (stellar core temperature $T > 10^8$ K) the triple-$\alpha$ reaction is the dominating process, while later after build up of a significant carbon abundance the $^{12}C(\alpha, \gamma)^{16}O$ reaction is controlling this burning phase. Therefore, the helium burning time scale and the abundances of carbon and oxygen at the end of helium burning are determined by the $^{12}C(\alpha, \gamma)^{16}O$ cross section at the relevant Gamow energy of $E_0 \approx 300$ keV \cite{1,2}. The large uncertainties in the efficiency of convection induced mixing further complicate predictions of the central oxygen mass fraction \cite{3,4}. Thus, an experimental determination of the $^{12}C(\alpha, \gamma)^{16}O$ cross section in the relevant energy region in the order of 10% or better will improve our understanding of the convection processes and remains one of the most important ingredients for the understanding of stellar evolution.

The cross section – usually expressed as the astrophysical S factor \cite{5} – of the reaction $^{12}C(\alpha, \gamma)^{16}O \ (Q = 7.162$ MeV) is dominated by E1 and E2 capture processes into the $^{16}$O ground state. The two multipoles appear to be of similar importance and arise predominately from the high-energy tails of two subthreshold resonances at $E = -45 \ (J^\pi = 1^-)$ and $-245 \ keV \ (2^+)\textsuperscript{1}$ and their interference with higher energy states of the same $J^\pi$ (Fig. 1). The contribution of a direct capture process has to be considered for the E2 amplitude. Since the capture cross sections of the E1 and E2 multipoles have different energy dependencies, one must have an independent and precise information on each multipole cross section for an extrapolation to $E_0$. In addition to the ground state contributions cascade transitions have to be considered.

A detailed discussion of the various aspects of the determination of $S(300)$ was presented in a review by Buchmann and Barnes \cite{6}. Since then new information and data became available, in particular the total $^{12}C(\alpha, \gamma)^{16}O$ cross section data of Ref. \cite{7}. Previous analyses were complicated by the considerable discrepancies in the absolute normalization of the direct $^{12}C(\alpha, \gamma)^{16}O$ experiments \cite{8–22} carried out over the last almost 50 years. In the present new analysis these systematic effects were treated consistently by introducing a normalization factor as fit parameter. All individual contributions were fitted simultaneously with the constraint given by the total S factor considering the quoted systematic uncertainties of the various data sets. In addition, the information available from ($\alpha, \alpha$) elastic scattering and the $\beta$-delayed $\alpha$-decay of $^{16}$N were included. Subsequently, a Monte Carlo procedure was used to estimate the uncertainty on $S(300)$. A data selection according to

\textsuperscript{1} Energies are always in the center-of-mass system, except where quoted different.
the key requirements of the analysis was another important element and will be discussed below.

2. R-matrix analysis

The astrophysical S factor of $^{12}$C($\alpha,\gamma$)$^{16}$O at helium burning temperature has been derived in the R-matrix formalism. The corresponding R-matrix code was developed specifically for an analysis of this reaction and is based on an alternative parametrization [23] of the original R-matrix theory [24]. The code can use standard R-matrix parameters as well as physical resonance parameters [23] and is suited to fit simultaneously the direct $\gamma$-ray data, the $^{16}$N $\beta$-delayed $\alpha$-decay spectrum, and the ($\alpha,\alpha$) elastic scattering phase shifts, respectively. Radiative capture is included using internal and external contributions as in Barker and Kajino [25]. The details on the code will be published elsewhere [26].

The R-matrix calculations were performed for $J^\pi = 1^+$ and $2^+$ (five levels each) and $J^\pi = 3^-$ and $4^+$ (three levels each). A radius of $a = 5.5$ fm was used as suggested by [27]. The two $1^+$ states at $E_x = 12.44$ and 13.09 MeV are above the proton threshold and consequently the corresponding proton widths were included in the calculation. In a first step the resonance energies and $\alpha$ widths were fixed by a simultaneous fit to the phase shift and $^{16}$N data. Subsequently, the $\gamma$-ray data were fitted together with the total capture cross section, and $\gamma$ widths as well as the interference signs were obtained. Note, all possible interference sign combinations were tested and the combination resulting in the best overall fit of the capture data was selected for each transition.

2.1. Data selection

The $\gamma$-ray data sets included in the present R-matrix analysis were selected according to the following criteria: (a) an independent, well-documented absolute normalization with a corresponding uncertainty; (b) a sufficient angular resolution allowing for a reliable E1 and E2 separation, i.e. close geometry measurements have been excluded; (c) the data should span a broad energy range with a number of data points sufficient to constrain and test the S factor energy dependence; (d) a documentation on the target quality and an identification of background sources. As a general rule only published data sets were considered in this analysis, with the partial exception of the cascade data of the measurement of Kunz et al. [15]. These data are available from Ref. [28], but it is important to mention that the relevant experiment and data analysis have been peer reviewed in Ref. [15]. Moreover, these data were used for the extrapolation in Ref. [29].

The application of the selection criteria is straightforward in most cases like Refs. [9,10,12], where measurements were performed in close geometry, Refs. [11,13,14,18], where no independent normalization was determined, and Refs. [18,21], where only very few data in a narrow energy range were measured. Special attention deserves the widely used data of Redder et al. [11] and
Ouellet et al. [13], which have been excluded due to significant systematic ambiguities. The normalization of Ref. [13] was obtained at an energy where the corresponding experimental angular distribution is badly described by the expected theoretical distribution. This lack of internal consistency has already been noted previously [30]. In Ref. [11] the measurement of Dyer and Barnes [9] is used for normalization. However, from the documentation of the analysis [11] it is not clear if necessary corrections to the angular distribution, e.g. due to the finite size of the detectors, have been applied.

In general only few data sets exist on the cascade transitions. In addition to their overall normalization ambiguities, the cascade measurements of Refs. [10,11] are incompatible with each other, as noted in Ref. [6], and the presence of unresolved beam induced background is likely (e.g. see [28]). Thus, these two measurements were excluded from the analysis. The 6.05 MeV cascade data of Ref. [20] were discarded because of ambiguities in the identification of the individual cascade transitions in the experimental spectra (for details see Ref. [22]). Cascade transitions for energies $E > 3.3$ MeV have been reported recently in Ref. [22] and were used together with the low energy cascade data of Ref. [28]. A significant improvement compared to previous analysis was achieved including the total $^{12}$C($\alpha,\gamma$)${}^{16}$O cross section data obtained with a recoil mass separator [7]. These data set a strong constraint on the sum of the different amplitudes.

The $R$-matrix analysis of $^{12}$C($\alpha,\gamma$)$^{16}$O is extremely sensitive to the $^{16}$N $\beta$-delayed $\alpha$-decay data and the phase shifts from ($\alpha,\alpha$) elastic scattering. The phase shifts for partial waves $l = 1$ to 4 were analyzed. The data of Tischhäuser et al. [27,31] were used exclusively because in contrast to Refs. [32,33] the derived phase shifts do not show unphysical correlations. Finally, we considered the $\beta$-delayed $\alpha$-decay spectrum of $^{16}$N from Auzuma et al. [34], where the data have adequate statistics and resolution, that is not the case in other experiments [35–38]. Note that there exists an ongoing discussion on the quality of the available $^{16}$N data although Ref. [39] provided convincing arguments for the reliability of the data of Ref. [34].

In summary the data sets used simultaneously in the present $R$-matrix analysis were the phase shift data [31], the $^{16}$N $\alpha$ spectrum [34], $\gamma$-ray data [15,16,19,22] and the total cross section data [7].

### 2.2. Treatment of systematic uncertainties

Systematic uncertainties in $^{12}$C($\alpha,\gamma$)$^{16}$O capture data have been considered previously only in the determination of the fit parameter uncertainties. The treatment of systematic uncertainties in the fitting procedure itself has been neglected. However, this may be extremely important in a simultaneous fit of a calculated $R$-matrix function to different data sets. These data are affected by different systematic errors, i.e. normalization uncertainties like detection efficiency, target thickness, ion beam current measurement, and charge state probability. Therefore, the normalization uncertainties influence the best fit and result in a biased estimate if neglected in the fitting procedure. In fact normalization errors determine a correlation between the uncertainties of the elements of each data set, and standard fitting procedures, e.g. $\chi^2$ minimization for independent data, are inadequate. A proper treatment of normalization uncertainties is to fit uncorrelated data obtained by dividing each data set by an independent normalization factor [40]. These normalization factors should be fitted simultaneously and can be implemented defining a modified $\chi^2$ for each component:

$$\chi^2 = \sum_i \left( \sum_j \frac{(c_j \cdot f(x_{ij}) - y_{ij})^2}{\sigma_{ij}^2} + \frac{(c_j - 1)^2}{\sigma_{Cep,j}^2} \right)$$  \hspace{1cm} (1)
briefly report on the results for each transition. Full details will be given in a forthcoming extended publication [26].

The analysis of the E1 ground state transition includes 5 $J^\pi = 1^-$ levels: the $E_x = 7.12$ MeV subthreshold state, the first 3 states above the $^{12}$C $+ \alpha$ threshold, and a background pole. The fit parameters were the $\gamma$ widths and the normalization coefficients. The $\gamma$ width of the subthreshold state was fixed to the literature value [41], while $\Gamma_{\gamma}$ of the 12.44 and 13.09 MeV states could vary within their literature uncertainties [41]. The selected E1 data sets [15,16,19,22] span essentially the range $1 < E < 3$ MeV, with increasing uncertainties on the low energy side. The present analysis including normalization uncertainties provided for the first time an excellent simultaneous fit to several E1 data sets (Fig. 4).

Similar to E1 the E2 ground state transition is dominated by a subthreshold state. This state as well as the first 3 states above threshold and a background pole formed the 5 level $R$-matrix employed in the analysis. In addition, a direct capture contribution is taken into account. The $\gamma$ widths of the first two $2^+$ states at $E_x = 6.92$ and 9.84 MeV were fixed to their literature values [41] while $\Gamma_{\gamma}$ of the $E_x = 11.52$ and 13.02 MeV states were fit parameters. E2 ground state $\gamma$-ray data from Refs. [15,19,22] were used in the fit where data points in the energy range $2.62 < E < 2.72$ MeV were excluded in order to avoid influences from the narrow 2.68 MeV resonance. Note that the best fit resulted in an interference pattern of the 2.68 MeV resonance different from most previous analyses. This pattern is mainly determined by the high-energy data.

Transitions into the subthreshold state were previously assumed to make up a sizeable fraction of $S(300)$ [20,42]. We analyzed transitions into all subthreshold states, i.e. $E_x = 6.05, 6.13, 6.92$ and 7.12 MeV. For all transitions we used the data of Ref. [22], while for the $E_x = 6.92$ and 7.12 MeV cascade transitions additional data from [28] were included. Since the cascade transitions are poorly understood, only few information are available on the cascade $\gamma$ widths of the levels relevant to our analysis. Therefore, we treated the $\Gamma_{\gamma}$ values as fit parameters, where the strategy was followed to keep the number of levels small.

For the transition into the $E_x = 6.05$ MeV excited state ($J^\pi = 0^+$) we followed the analysis of [22]. The E1 component is assumed to be negligible while for E2 the same level matrix as for the E2 ground state transition is employed. From the several

3.2. Gamma-ray data analysis

The results of the $\gamma$-ray data analysis and, thus, the extrapolation to $S(300)$ have been obtained in a simultaneous fit of all capture data, including the total cross section data [7]. All narrow resonances in the total cross section data set were excluded and the $R$-matrix fit was performed with 32 fit parameters. Here we
similar interference combinations reported in [22] we selected a different one than in the previous work which is giving better results in the overall fits of all capture data. The S factor value $S_{O_2}(300) = 0.3$ keVb for this transition is negligible compared to $S_{\text{total}}(300)$.

Very little information exists about the transition into the $E_x = 6.13$ MeV state ($J^\pi = 3^-$). In particular no information on $I_\gamma$ values are available. In the present analysis we have included E1 capture from the 4.34 MeV $2^+$ resonance and E2 capture from the 4.32 MeV $3^-$ resonance. E2 direct capture may proceed through incoming p- and f-waves, respectively. These contributions were found to be sufficient to describe the experimental data of Ref. [22] and the fit resulted in $S_{E1}(300) = 0.3$ keVb.

Capture into the $E_x = 6.92$ MeV state ($J^\pi = 2^+$) is dominated by E2 direct capture contributions from s-, d- and g-wave captures. The strength of the direct components is intimately related to the reduced $\alpha$ width of the final state which in our analysis is determined by the elastic scattering phase shifts. At higher energies this cascade transition is populated by the 3.20 MeV $4^+$ and 4.34 MeV $2^+$ resonances. We assumed capture through $1^-$ levels to be E1 and through $2^+$ as well as $4^+$ levels to be E2. Since no further information is present on the decay of $1^-$ levels to the $E_x = 6.92$ MeV state, only the $\gamma$ widths of the 2.42 MeV resonance and the background pole were fit parameters, while the two higher lying $1^-$ levels were set to $I_\gamma = 0$. The two narrow resonances at 2.68 ($J^\pi = 2^+$) and 3.94 MeV ($J^\pi = 4^+$) were fixed to their literature values [41]. A good fit to the experimental data [22,28] was achieved with these parameters (Fig. 4) resulting in $S_{E2}(300) = 3$ keVb. The data points around $E = 2.7$ MeV are clearly influenced by the narrow 2.68 MeV resonance and have been ignored. In an analysis by Buchmann [43] a value of $S_{E2}(300) = 7$ keVb was reported. The main difference stems from the smaller 6.92 MeV $2^+$ subthreshold width of $\gamma_{\alpha,\text{present}} = 0.47$ MeV$^{-1/2}$. Buchmann [43] found a value of $\gamma_{\alpha} = 0.75 \pm 0.15$ MeV$^{-1/2}$ based mainly on the cascade data of Redder et al. [11]. The present value, however, is in perfect agreement with the result of Ref. [27], $\gamma_{\alpha} = 0.47 \pm 0.06$ MeV$^{-1/2}$, which in turn is in excellent agreement with recent results from the analysis of transition reaction measurements (see Table VI of Ref. [44] for details). Thus, this is the first time that the $1^2(\alpha,\gamma)^{16}$O cascade transition, the phase shift and the transition reaction analysis deliver consistent results.

The cascade transition through the $1^-$ level at $E_x = 7.12$ MeV is evident in the data around the broad 2.42 MeV $1^-$ resonance. We adopt E2 multipolarity for all transitions into this state from $1^-$ levels as reported in Ref. [11]. The $\gamma$ widths of the 4.34 MeV $2^+$ resonance (assuming E1 capture) as well as the $1^-$ background pole were fit parameters whereas for the 5.29 and 5.93 MeV levels the $\gamma$ widths were fixed to literature values [41]. We further included the broad 4.32 MeV resonance ($J^\pi = 3^-$, assuming E2 capture) to explain the amplitudes seen around $E \approx 4$ MeV. The $\gamma$ width of the $3^-$ background pole was set to zero. In fact with these resonance parameters and the direct capture components (E2 from p- and f-wave capture) the observed energy dependence of the available data could be reproduced very well (Fig. 4). Possible transitions from the $4^+$ levels would be of multipolarity E3 (or higher) and are therefore expected to be very weak. The extrapolated S factor for this transition is also small, $S_{\text{elast}}(300) = 0.5$ keVb.

3.3. Total S factor and uncertainty determination

The final results are shown in Figs. 4 and 5. The total astrophysical S factor at helium burning temperature is $S(300) = 161.4$ keVb, and consists mostly of E1 ($S_{E1}(300) = 83.4$ keVb) and E2 ($S_{E2}(300) = 73.4$ keVb) ground state transitions with minor contributions from the cascade transitions, $S_{\text{calc}}(300) = 4.4$ keVb.

Fig. 5. Results of the R-matrix fit to all capture data. Shown are the sum of all components (solid line), and the decomposition into E1 (dashed line) and E2 ground state (dotted line) as well as the sum of all cascade transitions (dashed–dotted line). An excellent agreement with the total S factor data [7] (filled circles) and the sum of all transitions from Kunz et al. [15,28] (filled triangles) is achieved.

Table I

<table>
<thead>
<tr>
<th>Transition</th>
<th>$S(300)$ (keVb)</th>
<th>$\chi^2$</th>
<th>Data sources</th>
<th>ndp$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha \rightarrow 0$ (E1)</td>
<td>83.4</td>
<td>42.4</td>
<td>[15,16,19]</td>
<td>65</td>
</tr>
<tr>
<td>$\alpha \rightarrow 0$ (E2)</td>
<td>73.4</td>
<td>71.3</td>
<td>[15,19,22]</td>
<td>42</td>
</tr>
<tr>
<td>$\alpha \rightarrow 6.05$</td>
<td>0.3</td>
<td>3.3</td>
<td>[22]</td>
<td>7</td>
</tr>
<tr>
<td>$\alpha \rightarrow 6.13$</td>
<td>0.3</td>
<td>1.4</td>
<td>[22]</td>
<td>7</td>
</tr>
<tr>
<td>$\alpha \rightarrow 6.92$</td>
<td>3.3</td>
<td>17.9</td>
<td>[28,22]</td>
<td>19</td>
</tr>
<tr>
<td>$\alpha \rightarrow 7.13$</td>
<td>0.5</td>
<td>18.7</td>
<td>[28,22]</td>
<td>19</td>
</tr>
<tr>
<td>Total$^b$</td>
<td>161.4</td>
<td>69.4</td>
<td>[7]</td>
<td>77</td>
</tr>
<tr>
<td>Sum$^c$</td>
<td>161.4</td>
<td>232.9$^d$</td>
<td>[15,16,17,19,22,28]</td>
<td>243$^d$</td>
</tr>
</tbody>
</table>

$^a$ Number of data points ndp in each $\chi^2$ fit.
$^b$ Incoherent sum of all transitions compared to total cross section data [7].
$^c$ The 32-parameter fit of all transitions including $\chi^2$ contributions from literature and normalization parameters.
$^d$ Contributions from normalization and literature comparison are included.

The best fits yield for the capture data $X_{\Delta S}^{\alpha}$ = 233 (243 data points), the elastic scattering data, i.e. the sum for $I = 1$ to 4, $X_{\Delta S}^{\text{elast}}$ = 902 (1446 data points), and the $^{16}$N $\alpha$ spectrum $X_{\text{16N}}^{\alpha}$ = 100.7 (87 data points). Table I summarizes the contribution of each capture transition to the total S factor and its $\chi^2$ value, respectively. In a 1σ ($\Delta X_{ch}^{\alpha} \approx 21$) range of the corresponding $X_{\Delta S}^{\alpha}$ distribution we found several fits with other possible interference pattern leading to a S factor variation of $\Delta S(300) = 7.5$ keVb. This value was considered as a systematic uncertainty with respect to the choice of the interference signs.

In the past there have been several discussions on alternative interference combinations with substantial impact on S(300). The $1^-$ subthreshold state and the 2.42 MeV $1^+$ resonance may interfere destructively (see e.g. [13,16]) resulting in a significantly lower $S(300)$ = 92 keVb with $\chi^2_{\text{destr}}$ = 265. Thus, the constructive solution is strongly favored and the destructive interference pattern has been rejected.

The main contributions to the total uncertainty arise from the $\alpha$ widths of the $1^-$ and $2^+$ subthreshold states. The reduced $\alpha$ width of the 6.92 MeV $2^+$ subthreshold state is strongly constrained by the elastic scattering phase shifts. The original analysis of Ref. [27] resulted in an uncertainty of about 13% on the $\alpha$ width. Such a large uncertainty, however, could not be reproduced in the current analysis, using the published phase shift data [31] only. These
phase shifts as well as the reduced $\alpha$ width of the subthreshold state were determined simultaneously in an $R$-matrix fit to experimental angular distributions. Thus, this method may introduce a correlation between the extracted values and subsequent $R$-matrix analyses. Since this cannot be clarified here and a fit of the original data is beyond the scope of the present work, we used the uncertainty quoted in Ref. [27] in our analysis.

Azuma et al. [34] reported that the $^{16}$N $\alpha$ spectrum energy calibration is the largest contribution to the systematic uncertainty for the $^{16}$N data, i.e., the $7.12$ MeV $^{-1}$ subthreshold $\alpha$ width, leading to a 10% uncertainty in $S_{1\text{f}}(300)$. Such a variation in $S_{1\text{f}}(300)$ was found for a constant energy shift in the $\alpha$ spectrum of 2 keV. This value has been used as a 1σ standard deviation in the uncertainty estimation.

The uncertainty determination of the extrapolated $S$ factor requires an error propagation of all relevant fit parameters through the fit function taking into account the covariances. That can requires an error propagation of all relevant fit parameters through a Gaussian distributed set of values for $S(300)$ was derived with this procedure resulting in $S(300) = 161 \pm 19$ keVb.

This is to our knowledge the first published analysis including total cross section data on $^{12}$C($\alpha, \gamma$)$^{16}$O. In order to investigate the influence of the total cross section data on the results, we repeated the analysis neglecting these data. In this case the extrapolation of the E1 and E2 ground state transitions resulted in $S_{1\text{f}}(300) = 92$ keVb and $S_{2\text{f}}(300) = 76$ keVb, respectively, both larger than in the combined fit. Note that no effect on the selection of the interference pattern was observed. Finally, the uncertainty of $S(300)$ is influenced by the total cross section data. Repeating the Monte Carlo uncertainty estimation without the total cross section data increased the 1σ uncertainty to $\Delta S(300)_{1\sigma} = 25$ keVb.

4. Summary and conclusion

The final result of $S(300) = 161 \pm 19$ keVb represents the most precise analysis of the $^{12}$C($\alpha, \gamma$)$^{16}$O $S$ factor at helium burning temperature presently available. This extrapolation is based on a set of complementary data including all available information which in addition have been reviewed according to clear and well-grounded criteria. For the first time normalization uncertainties have been explicitly included in the fit and the uncertainty on $S(300)$ has been evaluated in a Monte Carlo procedure. The present $S(300)$ matches the result of Kunz et al. [15], $S(300) = 165 \pm 50$ keVb, with a considerable uncertainty and correct treatment of direct capture. In a recent review Buchmann and Barnes [6], a revision of Ref. [42], quote a value of $S(300) = 145$ keVb as the sum of all contributions, where significant discrepancies compared to the present evaluation are present for the E2 ground state ($S_{2\text{f}}(300) = 53.1_{-15}^{+13}$ keVb) and the cascade ($S_{9.5}(300) = 5_{-4}^{+2}$ keVb, $S_{9.32}(300) = 7_{-4}^{+2}$ keVb) contributions, respectively.

Note that some aspects still deserve further studies. The reduced $\alpha$ width of the $2^+$ subthreshold state is presently constrained by the elastic scattering phase shifts. In view of the importance of this parameter for the E2 ground state contribution an independent estimate from capture $\gamma$-ray data would be highly desired. Unfortunately, the uncertainty and scattering on the E2 data are currently too large, which is a feature in all available analyses and expressed by the large $\chi^2$. In the E1 ground state present data favor a constructive interference between $1^-$ subthreshold level and 2.42 MeV resonance. However, this is not yet fully conclusive, and only data with high precision and accuracy below $E = 1.3$ MeV would allow to exclude a destructive interference with high confidence.
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