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GaAs photocathodes in dc high-voltage photoguns are highly susceptible to ion back-bombardment,
which reduces the photocathode quantum efficiency and limits the useful operating lifetime for producing
polarized electron beams. This paper demonstrates that applying a small positive bias to the photogun
anode can significantly suppress ion back-bombardment and increase charge lifetime. This technique was
studied extensively using the Continuous Electron Beam Accelerator Facility photogun, where highly
polarized electron beams created using a strained-superlattice GaAs=GaAsP photocathode were used and
charge lifetimes improved by almost a factor of 2. A new simulation code IONATOR was developed to model
ion production and tracking in order to better understand and explain the factors that led to the performance
improvement. Results of the experiments and simulations are discussed in detail.
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I. INTRODUCTION

GaAs-based dc high-voltage photoguns are critical for
the creation of spin-polarized electron beams, which are
essential to studying the spin dependence of fundamental
interactions, searching for physics beyond the standard
model, measuring nucleon structure functions, and study-
ing nuclear matter [1–4]. Consequently, GaAs photocath-
odes used in photoguns that produce polarized electron
beams must perform reliably and, in particular, should
exhibit long operating lifetimes. Lifetime is a metric that
describes the reduction of photocathode quantum efficiency
(QE). For accelerator operations at the Continuous Electron
Beam Accelerator Facility (CEBAF) [5], where beam
currents can reach 200 μA, operating for 4 weeks means
providing 500 C of charge before the QE drops appreciably.
The operating lifetime of modern dc high-voltage GaAs

photoguns, operating under ultrahigh vacuumconditions and
exhibiting no field emission, is limited by ion back-bombard-
ment (IBB), the process whereby electrically neutral gases

present in the accelerator vacuumbeamline are ionized by the
electron beam and are subsequently accelerated “back” to the
photocathode. During IBB, energetic ions can sputter away
activation chemicals on the photocathode surface and/or
chemically alter the photocathode material via implantation
within the working volume where optical absorption and
electron transport occur, each of which can lead to decreased
photocathode QE [6–8]. Additionally, energetic ions striking
any inner surface of thephotoguncan liberate residual neutral
gases [9], leading to further IBB.
The metric used in this paper to characterize the rate of

QE degradation is charge lifetime, which represents the
amount of electron beam charge that is extracted before the
photocathode QE falls to 1=e of its initial value. It is not
unusual to use a photocathode for two charge lifetimes, or
until the QE drops to about a tenth of its initial value, before
intervention is required.
The charge lifetime can be calculated by making

repeated measurements of the photocathode QE over the
course of beam operations and then fitting the measure-
ments using the formula:

QEðQÞ ¼ QE0 exp

�
−Q

τ

�
; ð1Þ

where τ is the charge lifetime of the photocathode, Q is the
charge extracted, and QE0 is the initial QE. The exponential
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behavior derives from the characteristic that the relative
reduction in QE is proportional to the extracted charge. In a
dc high-voltage photogun, ions are continuously generated
along the electron beam path (see Fig. 1). The ion
production rate per unit length (Rions) is proportional to
the electron beam current I divided by the electron charge
e, the residual gas pressure(s) Pgas, and the cross section of
electron-impact ionization σimpact, which depends on the
gas species and beam energy:

Rions ¼ Pgas × σimpact ×
I
e
: ð2Þ

Notably, ions formed within the cathode-anode gap are
accelerated toward the photocathode, reaching it with a
fraction of the cathode potential, whereas ions formed
downstream of the anode can reach the photocathode with
the full cathode potential if they pass through the anode
aperture.
At Jefferson Lab, we have explored various methods to

improve charge lifetime by limiting IBB. Improving photo-
gun vacuum has consistently proven to be the most
effective approach. However, when vacuum cannot readily
be improved further, other means have been used to
enhance charge lifetime: (a) positioning the drive laser
(and electron emission) away from the electrostatic center
(EC) of the cathode-anode lens where ions are focused,
(b) limiting the photocathode active area to suppress
photoemission from regions of the photocathode that do
not support efficient beam delivery and may result in beam
loss, and (c) increasing the laser beam size to distribute ions
over a larger area where the electron emission occurs [10].
Importantly, ions generated in the vacuum beamline

downstream of the photogun are an important concern in
accelerators where trapped ions may lead to harmful
effects. This is especially true in storage rings where the
beam potential readily traps ionized gas. There, the use of a
biased electrostatic precipitator to extract ions from the
vacuum space is widely used. For example, the Cornell
group studied a variety of methods to force ions trapped by

the beam potential away from the photogun in a high
current photoinjector [11], including adding a clearing
electrode to force ions created downstream of the photogun
away from the beam potential. Notably, the precipitator
eliminated high-voltage arcing due to ions reaching the
photogun cathode-anode gap. In addition, offsetting the
anode to repel high energy ions from reaching the photo-
cathode has been proposed [12].
Furthermore, a number of groups have continued explor-

ing altered GaAs surface activation chemistry to enhance
QE lifetime [13–17] or photocathode cooling to mitigate
laser heating effects for high average power operation [18].
Alternatively, ions can be repelled from reaching the

cathode-anode gap by applying a positive bias potential to
the anode of the photogun. This method was explored at
Brookhaven [19] and at Jefferson Lab [20,21], where the
charge lifetime of a bulk GaAs photocathode operating
with 532 nm and producing 2–5 mA dc current was studied
when the photogun anode was biased or grounded. In this
exploratory study, the charge lifetime improved by∼22% at
the EC. However, no improvement was observed when the
beam emission location was displaced from the EC. This
approach was not pursued further because at CEBAF, the
beam emission is purposely displaced from the EC to avoid
the relatively poor lifetime there due to IBB. Later, in 2022,
the BNL group also confirmed that anode biasing can
provide a significant improvement in GaAs photocathode
lifetime [18].
In retrospect, our conclusion that a biased anode will

have an inconsequential effect on the charge lifetime away
from the EC was hasty. While the reported observations do
support this, most likely during that exploratory study other
conditions were dominant, which is supported by the fact
that the lifetime at the location away from the EC was lower
than at the EC for both the biased and unbiased runs.
Importantly, even then it was recognized that lacking a
dynamical model of ion transport, the interpretation of
those results was semiempirical. It is for this reason that we
returned to this work, developing software tools and
performing parametric studies to thoroughly characterize
the effects of anode biasing.
In this paper, we indeed find that biasing an anode with a

positive potential can lead to significant improvement in the
charge lifetime by about a factor of 2, notably even when
the beam emission location is displaced from the EC.
During an extensive 2-year study, daily measurements of
QE were performed at the location of electron emission,
displaced from the EC, to determine the charge lifetime of a
high-polarization, strained-superlattice GaAs/GaAsP pho-
tocathode, comparing periods of time when the anode was
either biased or grounded. Additionally, a 5 mm diameter
circular area of the photocathode surface that was activated
to have QE was occasionally measured to determine spatial
patterns of QE degradation. To better interpret the exper-
imental results, a computer model of ion production and

FIG. 1. Visual model of ions (red) generated by electrons (blue)
ionizing residual gas (brown) in a dc high-voltage photogun,
distinguishing ions that are created within the cathode-anode gap
from those created downstream, which must pass through the
anode aperture to result in ion bombardment.
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tracking leading to photocathode bombardment was cre-
ated. The simulations were performed with the simulation
package General Particle Tracer (GPT) using a newly
developed custom element IONATOR [22], which was used
to reproduce electron impact ionization of residual gas and
to track their motion [23,24].

II. CEBAF LOAD-LOCK PHOTOGUN AND
VACUUM CONDITIONS

At CEBAF, spin-polarized electron beams originate from
the GaAs=GaAsP photocathode inside a dc high-voltage
load-lock photogun using an inverted insulator [25]. The
photocathode provides a typical maximum QE of ∼1% and
spin polarization of∼90% [26]. The photocathode is located
within a cathode electrode and is biased at −130 kV using a
cable connected to a high-voltage power supply. Two differ-
ent photoguns were used at CEBAF during this study:
initially, a photogun with the cathode shown in Fig. 2(a)
was used. It includes an electrostatic shield surrounding the
triple-point junction where the cathode and insulator meet
vacuum to reduce the field gradient and mitigate the
probability of high-voltage breakdown [27,28]. Later, a
second cathode electrode shown in Fig. 2(b) was used,
which is similar except that the cathode did not include the
electrostatic shield. The front surface of both cathodes has a
25° Pierce geometry [29], which focuses the beam through
the anode aperture 6 cm downstream of the photocathode.
Fundamental to the design of both photoguns is the

intention to achieve the best possible vacuum inside the
high-voltage chamber, which serves to minimize IBB and

preserve the photocathode QE. The compact design serves
to limit the surface area of the high-voltage chamber, with
most components degassed prior to construction to min-
imize the hydrogen outgassing rate [30]. Additionally, the
load-locked design isolates the high-voltage chamber using
an all-metal gate valve from the photocathode preparation
chamber where Cs and NF3 are routinely used to produce
the required negative electron affinity condition of the
photocathode.
Two vacuum measurements were performed to estimate

the ion production rate: the photogun total pressure was
measured using an ionization gauge within the photogun
chamber [31], and the relative gas-species composition
was measured using a Standard Research Systems residual
gas analyzer (RGA200) within the photocathode prepa-
ration chamber. The RGA is used when the all-metal gate
valve between the chambers is temporarily opened. When
the gauges are energized, the ionization gauge is allowed
to stabilize for 1 week and the residual gas analyzer for
about 1 day.
The total pressure in the photogun, as measured by the

ionization gauge, is approximately 2.0 × 10−12 Torr. This
value is the nitrogen-equivalent pressure indicated by the
ionization gauge divided by 0.46, to account for the higher
ionization cross section for hydrogen, which is the dom-
inant gas species within the photogun. In addition, the x-ray
background of the ionization gauge, determined to be
1.5 × 10−12 Torr, was first subtracted from the gauge
reading [31].
The gas composition in the photogun chamber is typical

for a baked system pumped by both ion and nonevaporable

FIG. 2. Schematics of the high-voltage chamber of the CEBAF spin-polarized photogun with (a) and without (b) the tee-shaped
electrostatic shield.
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getter pumps. Figure 3 shows an RGA trace dominated
by H2 with CO and CH4 in smaller amounts. Applying
correction factors of 0.46 for H2, 1.05 for CO, and 1.40 for
CH4 to account for their respective ionization cross sections

relative to nitrogen [32], the relative abundances of each
gas species are: 85% H2, 10% CH4, 2% CO, with other
gases contributing no more than 3%. Their partial pressures
were calculated using the formula:

Pspecies ¼
ðrelative abundanceÞPTotal

correction factor
; ð3Þ

where PTotal is the total pressure. Using this method, the
partial pressures of the three dominant neutral gas species in
the photogun were determined to be 1.7 × 10−12 Torr H2,
2.0 × 10−13 Torr CH4, and 4.0 × 10−14 Torr CO.

III. CEBAF INJECTOR BEAMLINE
AND DRIVE LASER

A schematic of the CEBAF injector beamline extending
from the load-lock photogun to the first Faraday cup is
shown in Fig. 4. Following the photogun chamber, three
pairs of horizontal/vertical steering coils are used to correct
for deflections due to the focusing of the cathode/anode

FIG. 3. RGA trace of the photocathode preparation chamber
opened to the photogun high-voltage chamber via a 4.5 in. all-
metal gate valve.

FIG. 4. Schematic of the CEBAF photogun and downstream beamline, highlighting the primary electron beam components used
in these measurements and described in the text. Also included is a diagram of the drive laser components used, notably the four
rf-synchronized 780 nm polarized lasers (ABCD), mirrors (M), 10=90 combining splitters (S), and a Glan-Thompson polarization cube
(GT), which combines the AB and CD paths by polarization. A single steering lens (L) is used to focus the lasers to the same location on
the photocathode. A power meter (PM) or insertable mirror (IM) are, respectively, inserted temporarily, to measure the power or spot
profile at a CCD camera (CCD).
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electrodes, the asymmetric inverted insulator geometry,
as well as the Earth’s magnetic field. The beam is also
steered through the solenoid center before passing through
a dipole magnet, which bends the beam 15°, allowing for
photocathode illumination with laser light at normal
incidence. Insertable viewers upstream and downstream
of the dipole are used to ensure that the beam is well
centered. Beam position monitors, with a resolution of
∼0.1 mm, are used to record the beam orbit upstream and
downstream of the dipole.
Four similar lasers [33] (named A, B, C, and D for their

respective halls) emit 776.7� 1 nm light pulses, as mea-
sured with an optical wavelength meter, at repetition rates
of 249.5 or 499 MHz, which are synchronized subharmonic
frequencies of the CEBAF accelerating frequency of
1497 MHz. The four laser beams are combined with
interleaved pulse trains and illuminate the same location
on the photocathode [34]. The intensity profile of each laser
was measured using a CCD camera at the distance to the
photocathode and then fit using BeamGage [35] software to
determine its transverse size where photoemission occurs.
The sizes were calculated using the D4-sigma method [36],
which defines the x and y diameters as four times the
standard deviation of the intensity profile, are summarized
in Table I. The uncertainties of the beam sizes are estimated
by repeated measurements to be �2%.

IV. QE MEASUREMENT AND ANODE BIASING

The photocathode QE was determined daily using each
of the four lasers by recording the laser power required to
produce a 10 μA electron beam delivered to a nearby
Faraday cup. The QEwas then calculated using the formula:

QE ¼ hc
e

I
λP

≡ 124IðμAÞ
λðnmÞPðmWÞ ; ð4Þ

where h is Planck’s constant, c is the speed of light, e is
the elementary charge, P is the laser power, λ is the laser
wavelength, and I is the measured current. The total charge
produced by the photogun between the daily measurements
is also computed by integrating calibrated beam current
signals between measurements. The photocathode charge
lifetime was then determined using Eq. (1) by fitting the QE
measurements over an extended period of time versus the
corresponding extracted charge.
Periodically, a “QE scan” was performed, typically at the

start or end of a run period weeks apart. During a QE scan,

one laser is scanned using the steering lens in a grid pattern
over the photocathode surface covering the active area. At
each grid point, a small amount of current is collected by
the anode electrode, which is biased positively with a few
hundred volts, and the QE is calculated according to
Eq. (4). The grid measurements are interpolated to create
a contour plot representative of a uniform QE profile across
the photocathode surface. Successive contour plots were
compared to visualize which areas of the photocathode
degraded during each run period.

TABLE I. x and y diameters for each laser using the D4-sigma
method.

Laser A B C D

x diameter (mm) 2.14 2.23 2.05 2.84
y diameter (mm) 1.97 2.15 2.02 2.38

FIG. 5. The electric potential along the central axis of the
beamline for 0 andþ1000 V anode configurations of the cathode
(the plots are similar for the cathode with and without the
electrostatic shield). The top plot shows the full range of the
photogun potential, while the bottom plot is an exploded view
jVj ≤ 600 V to better see the positive potential peak when the
anode is biased. The dashed vertical line denotes the position of
the anode ring.
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To compare the effect of the anode potential on QE
degradation, the anode had to be electrically isolated from
the grounded high-voltage chamber. This was accom-
plished by adding a thin ceramic spacer between the anode
and its support tube attached to the grounded downstream
flange of the high-voltage chamber (see Fig. 2). The flange
was modified to include a high-voltage bakeable vacuum
feedthrough in order to control the anode potential using a
5 kV high-voltage power supply.
The electrostatic potential along the central axis of the

cathode-anode gap is shown in Fig. 5 when the anode
potential is either 0 or þ1000 V. Notably, a þ1000 V
anode bias voltage creates a maximum potential of approx-
imately þ350 V on the beamline axis 2 cm downstream of
the anode. This value is predicted to be sufficient to repel
gas ions from entering the photogun [37]. Consequently,
the effect of the anode voltage on QE degradation was
measured by periodically changing the output of the power
supply between 0 and þ1000 V.

V. CHARGE LIFETIME RESULTS

A 2-year study spanning 2019–2020 was performed over
three distinct CEBAF run periods. The anode was both
grounded and biased during the first two run periods, but
due to the success of the technique to improve CEBAF
photogun performance, the anode remained biased
throughout the third run period.
All of the daily QE measurements made during the

2-year study are plotted in Fig. 6 versus the accumulative
charge produced by the CEBAF photogun up to that
measurement. The run periods are partitioned with vertical
bars, which indicate when the anode potential was changed
or the lasers were moved to a different position on the
photocathode. When a QE measurement was unphysical,
e.g., if there was a readback error of the ammeter or laser
power meter then the measurement was discarded.
The dashed lines represent exponential fits of the QE

measurement data using Eq. (1) to determine the charge
lifetimes. To better visualize QE degradation, only the
values for laser A are summarized in Table II, as results of
all four lasers are similar. The uncertainty in charge lifetime
is dominated by the accumulated charge in a run period.
That is, a charge lifetime much larger than the accumulated
charge is bound to have a large relative uncertainty.
The beam current was 2 to 3 times higher during run

periods 2 and 3 compared to run period 1. The majority of
the beam current in each run period was produced using
lasers A and C, compared to <10 μA produced using
lasers B and D. While higher beam currents have been
correlated with lower charge lifetimes [10,21], the effect of
the anode bias dominates the effect of the beam current on
the charge lifetime.
Importantly, the photocathode charge lifetime changed

when the anode bias changed in all but one case (1d). In this
case, we speculate the anode bias supply was inadvertently

powered off (grounded). When considering the remaining
cases, the charge lifetime improved by a factor of about
1.8–2.3 when the anode was biased. For the biased
configurations, charge lifetimes ranged from 196 to
424 C with an average value of 341 C, whereas for
grounded configuration, the charge lifetimes ranged from
86 to 288 C with an average value of 191 C.

FIG. 6. QE measurements for each laser as a function of charge
extracted from the photocathode for run periods 1 (top), 2
(center), and 3 (bottom). The dashed lines are exponential fits
[using Eq. (1)] for each set of QE measurements to calculate
charge lifetimes. The vertical black lines denote when the anode
bias configuration switched. The vertical red line in the center
plot denotes when the laser position on the photocathode was
moved to an area with higher QE.
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Subtle operational effects may be observed by carefully
inspecting Fig. 6. For example, in run period 2, the QE and
lifetimes of all four lasers shifted similarly at ∼25 C when
the steering lens that positions the lasers was moved. Then
later at ∼100 C, only the QE and lifetime of the D laser
changed when it was inadvertently realigned relative to the
others. These differences support the fact that charge
lifetime varies spatially over the photocathode surface.
However, the biased anode lifetimes remained generally
higher than the grounded anode lifetimes independent of
laser position.
QE scans were taken at the beginning and end of each

run period and when the laser position shifted during run

period 2. Plots of the difference between successive QE
scan measurements in each run period are shown in Fig. 7.
The difference plots show QE degradation primarily occurs
near the region of photoemission, yet significant degrada-
tion occurs elsewhere across the photocathode as well.

VI. SIMULATING ION BACK-BOMBARDMENT

To interpret the experimental results, a framework for
IBB particle tracking simulations was developed using the
simulation tool General Particle Tracer (GPT) [23]. In each
simulation, an electron beam distribution begins at the
photocathode, accelerates through the electrostatic model
of the photogun, and finally transports through magnetic
field maps of the beamline elements. Because the dipole
(located 1.67 m downstream of the photocathode) is tuned
for a 130 keV electron beam, an ion produced downstream
of the dipole cannot pass through the dipole and reach the
photocathode. For this reason, the electron distribution is
tracked to the first viewer, located 1.54 m downstream of
the photocathode.
Electron impact ionization is not a built-in feature of GPT.

The C++ custom element IONATOR was developed and
implemented to simulate the ion production of H2, CO, or
CH4 molecules along the trajectory of the beam distribution
[24]. The relative concentrations of each gas species,
described in Sec. II, are included to allow for accurate ion
production rates. The velocity distribution of each residual
gas is assumed to follow a Maxwellian distribution at room
temperature. IONATOR uses Monte Carlo algorithms to
determine the ion production rate and the secondary electron
kinetic energy based on user-defined gas pressures, the
ionization cross section, and the secondary electron differ-
ential cross section. The energy and momentum of the
resulting secondary electron, scattered electron, and ion
are calculated using relativistic kinematics, taking into
account the respective conservation laws. Particles are then
tracked until they reach the photocathode or a simulation
boundary. The formalism and examples of the ionization

TABLE II. Charge lifetime values for laser A for each run period. Uncertainty values correspond to fit errors. The laser spot
coordinates are relative to the center of the photocathode.

Run period Duration (days) Laser spot (mm) Beam current (μA) Total charge extracted (C) Anode bias (V) Charge lifetime (C)

1a 40 (−1.00;−1.00) 50–100 65.117 0 181� 8
1b 14 (−1.00;−1.00) 61.514 961 424� 53
1c 12 (−1.00;−1.00) 50.169 0 288� 39
1d 20 (−1.00;−1.00) 68.200 961 303� 18

2a 7 (−0.78, 0.00) 150–225 13.026 0 85.8� 0.1
2b 57 (−0.78, 0.00) 205.473 961 196� 19
2c 10 (1.63, 0.57) 78.516 961 401� 10
2d 4 (1.63, 0.57) 33.233 0 208� 4
2e 8 (1.63, 0.57) 54.545 1000 370� 29

3a 66 (0.88, 0.59) 150–225 246.547 1000 350� 14

FIG. 7. QE difference scans showing spatial degradation of the
photocathode during the specified run period sections, which
correspond to the run period sections in Table II. Separate
difference scans are shown for each laser position used in run
period 2. The red circle denotes the 5 mm diameter active area
and the green circle denotes the 2 mm diameter laser spot.
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cross section, ion production rate, the secondary electron
differential cross section, and Maxwellian distribution for
each residual gas species considered in this work are shown
in the Appendix.
Earlier versions of IONATOR derived the energy of the ion

immediately following ionization from a Maxwellian dis-
tribution with the most probable energy fixed at 4 eV
[38,39]. Theoretical formulas or empirical data predicting
the fraction of the electron energy imparted to the ion are
currently lacking. Until measurement or theory improves,
IONATOR instead allows the user to specify the fraction k of
the total energy Efinal that the ion will receive:

Eion ¼ kEfinal ¼ kðEprim þ Egas − Esec − BÞ; ð5Þ

where Eprim, Egas, and Esec are the kinetic energies of the
primary electron, target gas particle, and secondary elec-
tron, respectively, B is the ionization energy, and k is a real
number between 0 and 1. As will be described in Sec. VIII,
the k value chosen in the simulations is an important
parameter for IBB.
Separate simulations were made for each anode bias

configuration used in each run period. The electron dis-
tribution is generated at the photocathode location with an
initial kinetic energy equal to the mean transverse energy of
0.13 eV [40]. The distribution accelerates to 130 keV using
a 3D electrostatic model of the CEBAF photogun created
using CST software [41], using independent models of the
photogun for grounded and biased anode configurations
and for the two cathode electrode shapes in Fig. 2. The
simulations also include field maps of the three steering
coils and solenoid. Figure 8 shows a diagram of the
photogun, the initial beamline, and the locations and
dimensions of the field maps. The simulation is bounded
by the photocathode, viewer, and inner surface of the beam
pipe, which is 0.06 m in diameter. Any simulation particle
that reaches the boundary is removed from the simulation.
The coordinate system is such that the origin is at the
center of the photocathode, the z axis is normal to the

photocathode and points along the beamline axis, the y axis
points vertically upward, and the x axis points to the left
when looking downstream.
Figure 9 shows a snapshot of a simulation corresponding

to 7 ns after the electron bunch leaves the photocathode
in run period 1. Here, the electrons receive an expected
downward deflection due to the electrostatic shield [42]
used in run period 1, and steering coils recenter the beam
along the beamline axis.

VII. SIMULATION RESULTS

Simulation results for the predicted IBB for run period 1
are shown in Fig. 10, where k ¼ 10−7 was chosen, as
discussed in Sec. VIII below. The results are color-coded by

FIG. 8. Diagram showing the locations of the electric and
magnetic field maps used in the GPT simulations (not to scale).

FIG. 9. Example of a GPT/IONATOR run depicting a side view of
the primary electron beam (blue) traveling through the CEBAF
injector beamline and creating ions (red). In doing so, secondary
electrons (green) are created and the primary electron scatters
away (orange) from the beam. The snapshot corresponds to 7 ns
after the electron bunch leaves the photocathode.

FIG. 10. Density (top) and energy density (bottom) distribu-
tions of simulated back-bombarding ions at the photocathode
for 0 V (left) and 961 V (right) anode configurations using the
cathode with the electrostatic shield [Fig. 2(a)] used in run
period 1, assuming k ¼ 10−7. The red circle denotes the 5 mm
diameter active area and the green circle denotes the 2 mm
diameter laser spot.
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ion density and ion energy density at the photocathode for
both the biased and grounded configurations. While IBB
covers the QE areas in all cases, the ion and energy-
weighted distributions are both significant at the laser spot,
consistent with where most QE degradation occurred
during run period 1 (see Fig. 7). Comparing the plots
for the 0 V anode vs the 961 V anode, fewer ions reach the
photocathode when the anode is biased, resulting in less ion
density and ion energy density within the laser spot.
It is also notable that the ion energy-weighted simula-

tions show significant IBB along a “trench” from the laser
spot center to approximately 4.5 mm away from the laser
spot. This second location is approximately 1.5 mm above
the nominal cathode electrode center. This effect has been
experimentally observed [9,12,20] and may now be attrib-
uted to IBB experiencing a transverse kick in the direction
of the EC.
For comparison, these simulations were repeated using

the photogun without the electrostatic shield. The corre-
sponding ion density and ion energy density plots are
shown in Fig. 11. Again, fewer ions reach the photocathode
when the anode is biased. Comparing Fig. 10 to Fig. 11, it
is clear the IBB distributions depend on whether the
cathode includes the electrostatic shield, which alters the
transverse electric field in the cathode-anode gap [27].
While the electrostatic shield used in run period 1 produces
a large and unwanted electron beam deflection, it also
serves to reduce the number of back-bombarding ions
reaching the active area, as these ions experience a stronger
vertical kick with the shield than without.

VIII. DISCUSSION

The experimental results show a clear benefit of biasing
the anode to improve charge lifetime. In all three run
periods, the charge lifetime with the biased anode con-
figuration was higher than the charge lifetime of the
preceding grounded anode configuration. In fact, the
charge lifetime for run period 3, when the anode configu-
ration remained biased, is higher than all grounded anode
charge lifetimes in run periods 1 and 2. The charge lifetimes
for grounded and biased anode configurations for run
periods 1 and 2 are compared in Table III by taking the
ratio of the biased anode charge lifetime to grounded anode
charge lifetime. Because the anode remained biased
throughout run period 3 and different run conditions were
used (e.g., different laser spot position), no improvement
ratios were calculated using the charge lifetime during run
period 3. Taking the ratio of the average biased and
grounded anode charge lifetimes, the average charge life-
time improvement is 1.80� 0.54.
While the improvement ratios in Table III remain above

unity in run periods 1 and 2, it is interesting that the ratios
decrease throughout each run period. The decrease may be
explained in part by the Gaussian transverse distribution of
back-bombarding ions on the lasers spot due to the
Gaussian transverse distribution of the electron beam
creating the ions. As a result, a higher intensity of back-
bombarding ions reaches the photocathode within the
center of the laser spot compared to the edges of the laser
spot, implying that most of the QE degradation, and thus
charge lifetime improvement with the biased anode, occurs
in the beginning of the run period.
The QE difference scans in Fig. 7 show that, while nearly

all of the active area experiences QE degradation to some
degree, the majority of the QE degradation occurs at or near
the laser spot. While the relative positions of the four lasers,
which overlap at the laser spot position, have been shown to
be stable over many months, the overall laser spot position
on the photocathode may drift due to thermal variations
between the laser table and the photogun table over long
periods of time, which may explain the offset of the highest
QE degradation seen during the first two run period
sections of run period 2. The highest QE degradation
during run period 1 is at the laser spot, which is consistent

FIG. 11. Density (top) and energy density (bottom) distribu-
tions of simulated back-bombarding ions at the photocathode for
0 V (left) and 961 V (right) anode configurations using the
cathode with no electrostatic shield [Fig. 2(b)], assuming
k ¼ 10−7. The red circle denotes the 5 mm diameter active area
and the green circle denotes the 2 mm diameter laser spot. The
laser position is the same as the laser position used in run period 1
for comparison with Fig. 10.

TABLE III. Charge lifetime improvement ratios for laser A
during run periods 1 and 2. τ1; τ2; τ3;… correspond to the first,
second, third,... charge lifetimes in each run period.

Run period Improvement ratio Value

1 τ2=τ1 2.34� 0.31
τ4=τ3 1.05� 0.16

2 τ2=τ1 2.28� 0.22
τ3=τ4 1.93� 0.06
τ5=τ4 1.78� 0.14
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with the area of highest ion density in grounded and biased
anode simulations in Fig. 10. However, because the QE was
not originally uniform throughout the active area at the
beginning of run period 1, with zero QE within the vicinity
of the EC, it is unclear whether ion density or energy
density contributes more to QE reduction.
While the QE reduction near the laser spot in run period

3 (x ¼ 1 mm, y ¼ 1 mm) was predicted by simulation, it is
worth noting that the observed broader reduction in QE was
not expected. This type of broader reduction is consistent
with increased vacuum load, or possibly even small levels
of field emission, which could have occurred during the
66 days between the QE scans. In prior run periods
spanning more than a year, this was not observed, which
does suggest there was some additional process of QE
reduction different than the beam-based IBB being studied.
To demonstrate the effect that the ion energy fraction k

has on the simulated IBB distributions, Fig. 12 compares
the density distribution of IBB originating downstream of
the anode for grounded and biased anode configurations
with the electrostatic shield and with k ranging from 10−1 to
10−7. The value of k has a clear impact on whether the ion
reaches the photocathode. If the kinetic energy of an ion
downstream of the anode is lower than the peak anode
potential, then the biased anode potential will repel it away
from the photocathode. If its kinetic energy exceeds the
biased anode potential, then the ion can pass through the
anode aperture and reach the photocathode. As a result,
the difference in ion distribution between grounded and
biased anode simulations becomes greater for smaller
values of k. In addition, back-bombarding ions originating
downstream of the peak anode potential experience more
deflection toward the EC for smaller values of k before
reaching the photocathode due to their lower energies.

To quantify the reduction of back-bombarding ions
when biasing the anode, Table IV shows ratios of back-
bombarding ions incident on the laser spot between
grounded and biased anode configurations for run period
1 with k between 10−1 and 10−7. The ratios are either
weighted or unweighted by the kinetic energy of the ions
and are calculated using the formulas:

Unweighted ratio ¼
P

N0 V=Q0 VP
N961 V=Q961 V

; ð6Þ

Energy-weighted ratio ¼
P

E0 V=Q0 VP
E961 V=Q961 V

; ð7Þ

where N is the number of ions, E is the kinetic energy of
the back-bombarding ion upon impact, and Q is the total
electron charge extracted from the photocathode from all
run period sections. The unweighted ratios indicate at most
a 9.2% difference in the number of ions incident on the

FIG. 12. Plots comparing the density of back-bombarding ions originating downstream of the anode for grounded anode simulations
(top row) and biased anode simulations (bottom row) for run period 1 (using the cathode with the electrostatic shield), with the ion
energy fraction k ¼ 10−7 (left), k ¼ 10−5 (center left), k ¼ 10−3 (center right), and k ¼ 10−1 (right). The red circle denotes the 5 mm
diameter active area and the green circle denotes the 2 mm diameter laser spot.

TABLE IV. Ion ratios between grounded and biased anode
simulations for back-bombarding ions incident on the laser spot
for run period 1.

k Unweighted ion ratio Energy-weighted ion ratio

10−7 1.092 1.808
10−6 1.073 1.577
10−5 1.077 1.512
10−4 1.030 1.164
10−3 1.004 1.038
10−2 1.044 1.065
10−1 1.056 1.258
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laser spot between grounded and biased anode simulations
when k ¼ 10−7. However, the energy-weighted ion ratio at
this value of k is 1.808, which is consistent with the average
charge lifetime improvement, indicating that the energy of
the back-bombarding ion plays a significant role in QE
reduction. The energy-weighted ion ratios for k ¼ 10−6 and
10−5 are also consistent with the average charge lifetime
improvement due to its large uncertainty.
Next, we explored if an elevated beamline vacuum

downstream of the anode could explain the charge lifetime
improvement of 1.80 between grounded and biased anode
conditions. To do this, a simulation study was performed
where, for different values of k between 10−7 and 10−1, the
beamline pressure was allowed to increase up to 10 times
the total photogun pressure (i.e., up to 2.0 × 10−11 Torr), as
a MOLFLOW+ simulation predicts that the beamline pressure
is unlikely to be more than this [43,44]. The unweighted
and energy-weighted ratios were then calculated for each k
using Eqs. (6) and (7). Finally, the required pressure to
produce an ion ratio of 1.80 was found. A plot of the
required beamline pressures vs k for both the unweighted
and energy-weighted ratios is shown in Fig. 13.
Considering the energy-weighted ion ratio data, reasonable
values for k are 10−1 and between 10−7 and 10−4.
In summary, a biased anode nearly doubles the charge

lifetime of the photocathode and can be used in experi-
ments that use GaAs photocathodes to create polarized
electron beams and require high charge lifetimes. Further,
the use of an ion generating and beam tracking simulation
model, such as the custom element IONATOR developed
for this project, was instrumental in better explaining and
exploring IBB, which remains the limiting factor in the
charge lifetime of GaAs-based photocathodes in modern,
ultrahigh vacuum, dc high-voltage photoguns.
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APPENDIX: IONIZATION EQUATIONS
USED IN IONATOR

IONATOR uses the form of the cross section formula for
electron impact ionization in [45], originally derived by
Bethe [38]:

σðm2Þ ¼ 1.872 × 10−24A1

β2e
fðTÞ

× ½ln ð7.515 × 104A2β
2
eγ

2Þ − β2e�;

fðTÞ ¼ 1 −
B
T
; ðA1Þ

where βe and γ are the primary electron relativistic factors,
A1 and A2 are the empirical constants that depend on the
gas species [46], and the function fðTÞ is used to fit σ at
low energies when T ≈ B. Figure 14 shows a log-log plot
of the ionization cross section as a function of primary
electron kinetic energy for H2, CO, and CH4.
The ion production rate per unit length is given by

dNion

dt

�
1

d

�
¼ ρσ

I
e
; ðA2Þ

where ρ is the gas density, I is the electron current, and e is
the elementary charge. Figure 15 shows a log-log plot of
the ion production rate per unit length as a function of
primary electron kinetic energy for H2, CO, and CH4. The
ionization cross section and ion production rate are highest
at low primary electron kinetic energies. For a 100 eV
electron beam with a current of 100 μA and ionizing H2 gas
at a pressure of 1.7 × 10−12 Torr, the ionization cross

FIG. 13. Plot of vacuum pressure within the beamline down-
stream of the peak anode potential required to produce an
unweighted (blue) or energy-weighted (orange) ion ratio of 1.8
at the laser spot, as a function of k. The horizontal dark blue line
represents the total photogun pressure of 2.0 × 10−12 Torr for
reference.

FIG. 14. The ionization cross section as a function of primary
electron kinetic energy for H2, CO, and CH4.
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section is 1.1 × 10−20 m2 and the ion production rate per

unit length is 4.1 × 106
Hþ

2

ms.
The possible postionization kinetic energies W of a

secondary electron originating in subshell i as a function of
the primary electron energy T are given by the secondary
electron differential cross section (SEDCS) derived in the
binary encounter dipole model [47]:

dσðW;TÞ
dW

¼ S
Bðtþ uþ 1Þ

�ðNi
N Þ − 2

tþ 1

�
1

wþ 1
þ 1

t − w

�

þ
�
2 −

Ni

N

��
1

ðwþ 1Þ2 þ
1

ðt − wÞ2
�

þ lnðtÞ
Nðwþ 1Þ

dfðwÞ
dw

�
;

S ¼ 4πa20NR2=B2;

t ¼ T=B;

u ¼ U=B;

w ¼ W=B;

Ni ¼
Z

∞

0

df
dw

dw; ðA3Þ

where a0 is the Bohr radius, R is the Rydberg energy, N is
the number of electrons in the subshell of the gas molecule
prior to ionization, U is the average kinetic energy of
electrons in the subshell, and df=dw is the differential
oscillator strength. Because the differential oscillator
strengths for CO and CH4 are not well known, Kim and
Rudd gave an approximation for the differential cross
section [47]:

dσðW;TÞ
dw

¼ S
tþ uþ 1

�
1

ðt − wÞ2 þ
1

ðwþ 1Þ2

−
1

tþ 1

�
1

t − w
þ 1

wþ 1

�

þ lnðtÞ
�

1

ðt − wÞ3 þ
1

ðwþ 1Þ3
��

: ðA4Þ

Plots of the SEDCS for H2, CO, and CH4 as a function
of secondary electron kinetic energy are shown in Fig. 16.
The secondary electron is likely to have a very low kinetic
energy relative to the primary electron postionization.
Figure 14 suggests that secondary electrons have a higher
ionization cross section than the primary electron beam
(T ¼ 130 keV) and are thus more likely to ionize.
However, since there are several orders of magnitude more
electrons in the electron beam than secondary electrons
generated from ionization, it is much more likely that ions
are generated from the electron beam than from secondary
electrons.
The residual gas species within the accelerator are

assumed to be at room temperature (293.15 K). Assuming
the residual gas follows the ideal gas law, the velocity
distributions can bemodeledusing aMaxwellian distribution
of the form:

FðvÞdv ¼
ffiffiffi
2

π

r
v2 exp− v2

2a2

a3
dv;

a ¼
�
kBT
m

�1
2

; ðA5Þ

FIG. 15. The ion production rate per unit length as a function of
primary electron kinetic energy for H2, CO, and CH4. FIG. 16. The secondary electron differential cross section

dσ=dW for H2, CO, and CH4 as a function of secondary electron
kinetic energy.

FIG. 17. The velocity distribution of H2, CO, and CH4,
assuming each residual gas species follows a Maxwellian dis-
tribution at room temperature.
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where kB is the Boltzmann constant and T is the gas
temperature.
Figure 17 shows plots of the velocity distributions for

H2, CO, and CH4 at room temperature. Their average and
most probable velocities are given in Table V. The average
and most probable kinetic energy of all three gas species are
roughly the same: Eprob ≈ 25.3 meV and Eavg ≈ 32.3 meV.
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