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Why I asked for John Musson’s talk

This plot shows the diff/sum algorithm is far less accurate than the 
logX algorithm.  7 mm computed vs 6 mm actual, for instance. 
2012 data, perhaps clamped at (0,0) and (10,10) 



  

More recent data, plotted by me
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Diagonal applied by hand.  Residuals = measured-actual, are small.  
Most plots that follow are of residuals. X_meas = diff/sum algorithm 



  

Full span of X data

For all Y in [-7.5, 7.5] mm



  

Full span of Y data

For all X in [-7.5, 7.5] mm



  

Residuals with encoder wire positions

Full [-7.5,7.5] mm span, 
both planes. 



  

Residuals with John’s adjusted zero

Full [-7.5,7.5] mm span, both planes. 



  

Residuals with zero adjusted to zero their means

Full [-7.5,7.5] mm span, both planes.



  

Residuals [-5,5] span adjusted near-zero mean



  

X residuals with Y=[-1,1] mm

Full [-7.5,7.5] mm span in X plane.
Residuals are subset of those 
adjusted to have near-zero mean.  



  

Conclusions

● John’s presentation spoke to resolution as a function of beam 
current and showed that 100 μm resolution is obtained 
around 100 nA beam current within [-5,5] mm span in both 
planes. 

● The G-line data shown here demonstrates that either 
algorithm provides 100 μm accuracy at only ~80% of points 
within that span for M15 can. 

● John will scan a M20 can, used at extraction, at my request. 
It will be interesting to compare those results with the 
previous figure.  
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