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• After the 12 GeV accelerator upgrade all four halls 
took production data in Spring of this year.

• The two large detectors, CLAS12 in hall-B and 
GlueX in hall-D are using very similar DAQ and 
trigger systems.

• We expect both DAQ system to evolve over the 
coming years.

• Other detectors are proposed for installation in 
hall-A over the next five years.

• This presentation will show : 
҆The current state of the art at JLab.
҆Projects that we have planned for existing hardware.
҆Projects related to the proposed experiments.
҆Direction of future research and development.

Introduction
Clas12/Hall B Detector



Data Acquisition at Jefferson Lab
• Custom and commercial electronics in VME format.
• We use ANSI/VITA 41 – VXS, a variant of VME.

҆ Switched serial backplane.

• Crate Trigger Processor (CTP) in VXS switch slot 
generates crate level trigger decision.
҆ Blocks of data queued in “pipeline” while trigger is made.

҆ Trigger passed to global trigger via fiber.

• Global Trigger Processor (GTP) makes global trigger.
• Trigger Supervisor (TS) queues triggers, assigns 

event types, and distributes trigger back to crates.
• Readout the data over VME bus by Read Out 

Controller (ROC) on embedded CPU.
• Blocks of events sent over network to software Event 

Builder on Linux server.
• Buffer manager allows L3 software trigger and data 

quality monitoring.
• Event Recorder writes event blocks to disk.
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Why do anything different?
• Pros:

҆ Data stream is a stream of events containing data from detectors.

҆ Use of CTP and GTP allows complex triggers in firmware.

҆ Trigger filters “unwanted data”.

҆ Software event builder is scalable – buy faster machines – parallel topologies.

҆ Data transport over network hardware – easy upgrade path.

҆ Well understood way of doing things.

• Cons

҆ Trigger pipeline and event building require strict online synchronization. 

• Have to delay prompt data until slowest data appears.

• All parts of DAQ have to work. One failure stops the pipeline. 

҆ Relies on good understanding of trigger.

҆ Doesn’t work well when events overlap in time.

҆ Obvious bottlenecks!
҆ Difficult to partition large detectors into independent systems – debugging, commissioning or 

some types of experiment.

҆ Systems using “high end” crate based readout such as VXS are very expensive. 

• Buy-in problem for university collaborators



Future needs
• New experiments are being proposed 
҆Detectors that do not play well together due to timing.

• Traditional trigger and event builder strategies are not ideal.
҆Detectors with peculiar topologies.

• Detectors split or segmented in a way that makes forming a trigger 
hard.

҆High event and/or data rates.
• Particles from more than one event in a detector at the same time –

need to disentangle.
• The data acquisition requirements of these experiments does 

not fit well with current techniques.



Tagged Deep Inelastic Scattering (TDIS)

• Scattered electrons detected in 
planned Hall-A Super Bigbite
Spectrometer.

• “Spectator” protons detected by 
radial Time Projection Chamber 
(rTPC) with 25,000 pads.

• Hit rate per pad ~800 kHz.

• Up to 4 Gbyte/s total.

• How to read this out and match 
up the electrons with the 
protons?

• Event building online at these 
rates is a bottleneck.

TDIS Scientific Goal: Access Elusive Partonic Structure of Mesons by  Using 
Mesons in Nucleons as “Target” 



Baffles constrain momentum

SoLID
• SoLID is another experiment proposed for installation hall-A at JLab. 
• In the PVDIS configuration electrons are scattered of a fixed target at high luminosity. 
• Spiral baffles cut background.
• The detector is split into radially 30 sectors, the single track event topology allows 30 

DAQ systems to be run in parallel at rates of up to 1 Gbyte/s each 30 Gbyte/s total
• Challenges :
҆How to handle 30 Gbyte/s affordably? 
҆Hits at sector edges span two sectors?
҆How to integrate GEM with other detectors?

GEM detectors are 
segmented into 30 
sectors.



Streaming readout as a solution.
• High data rate detectors are handled as parallel streams.
҆No one stream handles all data from the whole detector.

• Data synchronization happens offline.
҆Removes high rate event building issue.
҆Detector edge effects dealt with offline.
҆Prompt data does not have to wait for slower detectors.

• Little or no online trigger.
҆Potentially useful physics is not discarded.
҆Groups of simultaneous experiments.
҆Complex trigger electronics eliminated – simpler system
҆Zero and noise suppression is still a requirement.



Projects

• We are starting to work on several pilot projects to gain 
experience with streaming mode readout and to put it in use in 

some experiments.



CLAS12 - RICH
• CLAS12 is a general purpose detector with a lot of 

subdetectors. 
• RICH detector is read out via fiber to Sub-System 

Processor (SSP) boards in VXS crates.
• Same setup is used by GlueX DIRC.
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A Glimpse of Future DAQ 
 

- RICH (CLAS12) and DIRC (GlueX) examples 
• ALL FPGA boards have been tested(Completed in May 2016) 
• Production ASIC board(s) [2-MAROC and 3-MAROC] completed 
• Detector final assembly is ongoing 

 

On Board 192 channel FPGA Readout Board 
MAROC3 ASIC mates to maPMT 

Artix 7 FPGA drives LC fiber optic transceiver 

391 --  H12700 Hamamatsu  
64-anode PMT 
Total anodes:  25,024 

32 LC Fiber Links 

VXS Sub-System Processor 
32 - 2.5Gbps links to RICH 

FPGA Readout Boards 



• Front panel has 32 x 2.5 Gb/s fiber links.
• VXS connector links to serial lines on backplane 

(~20 Gb/s). 
• VME interface (~1.6 Gb/s).
• Rely on low occupancy, buffering and data 

processing to match rates.

• DIRC readout – data comes in on fiber and is 
read out over VME. 

• Per-crate data density is limited by VME 
backplane bandwidth.

SSP Closeup

Sub System Processor (SSP)

VXS Backplane



CLAS12 – RICH and GlueX DIRC
• A new generation of CTP, the VTP, can read out a crate over VXS ~10x faster than VME.
• Project : Read out RICH using VTP.

҆ Data from front end over fiber to SSP –> 32 x 2.5 Gb/s = possible 80 Gb/s per SSP
҆ SSP to VTP over VXS backplane –> 20 Gb/s –> need to reduce by factor of 4 in SSP.
҆ VTP output over fiber on front panel – bottom of the five fibers is 40 Gb/s -> reduce by 5 in VTP.

VTP in VXS 
switch slot.

VTPCTP



• CLAS12 and GlueX are instrumented 
with 250 MHz fADCs in VXS. 
҆Read over VME. 
҆CTP only used for trigger.

• Project : Swap the CTP for a VTP. 
҆Read fADC to VTP over VXS serial.
҆Send data from VTP over front panel 

fiber.

fADC readout

fADCs with 
CTP



• 12-channel board
• Configurable:
҆12-bit 65 MHz to
҆14-bit 250 MHz.

• Application - BDX at JLab.

• Project: Reprogram Zynq7030 to 
match protocol expected by SSP 
front panel fiber inputs.

INFN – low cost ADC board
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Abstract
We developed a highly configurable digitizer board including 12 complete acquisition channels: the board analog to digital converters (ADC) components can be chosen to tailor the specific
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We developed a highly configurable digitizer board including 12 complete acquisition channels: the board analog to digital converters (ADC) components can be chosen to tailor the specific
application, ranging from 12 bit 65 MHz up to 14 bit 250 MHz.
In this application the front-end circuit is dedicated to the Silicon Photomultipliers (SiPM) of the BDX detector.
The control is made by a commercial FPGA module to guarantee the scalabilty of the system.
Having the possibility to choose the ADC and the "size" of the FPGA on the control module the price can be reduced to the minimum for a given application.
The board permit the time synchronization using various methods including GPS and White Rabbit.
The configurability of the board and the various options implemented permit to use it in a triggerless data acquisition system.
Up to 240 channels can be hosted in a single 6U crate.

SUMMARY
In the framework of the Beam Dump eXperiment (BDX) at Jefferson Laboratory (Jlab) we
d l d hi hl fi bl di i i b d

DETAILED DESCRIPTION
FRONT-END
The front-end sensors (SiPM) are connected to the board through coaxial cables and MCX

h l i l b lifi d b fi d i l 4 80 E h f developed a highly configurable digitizer board.
The board includes 12 complete acquisition channels dedicated to SiPM readout.
The SiPM bias voltage is also generated and regulated on channel basis on board.
The ADC can be tailored for different applications ranging form 12 bit 65 MHz up to 14 bit
250 MHz.
The front end is now dedicated to the SiPM for the BDX CsI(Ti) crystal calorimeter, but can
be easily reimplemented for different detectors, having fixed the backend structure hence
saving a lot of time in the new development.
The board is controlled using a commercial FPGA module hosting a Xilinx Zynq device and all
related peripherals, mainly memory and communication interfaces.
The board has been thought to be used in a triggerless system: all data passing some
programmable selection criteria are sent out to a computing farm using gigabit Ethernet
standard. To be effective, this methods need to guarantee a good timing synchronization

connectors; the analog signal can be amplified by two fixed gain values, 4 or 80. Each front-
end sensor can be powered by the board itself with a High Voltage (HV) up to 100 V. The HV
can be sourced either from an onboard step-up DC/DC converter or using an external power
supply. Then each channel has a dedicated HV regulator for a fine tuning dependant on the
specific sensor. The HV feed can be completely disconnected from the input path removing a
resistor to increase noise immunity.
The offset of the analog signal can be set using a DAC, which spans the whole ADC input
range. Thanks to this feature, sampling both positive and negative signals is possible.
The digitizer is a dual true differential ADC from Texas Instruments; the ADC family
members are pin to pin compatible and allow a resolution of 12 or 14 bit and sampling
frequencies of 65, 125, 160, and 250 MHz, depending on the family member chosen. Selecting
the proper ADC during the production phase makes a big change in price, since the cost of the
device scales of one order of magnitude from the 12 bit@65 MHz to the 14 bit@250 MHz. ff , g g g y

between all the boards: we foresee various approaches. The entire data acquisition system
can be synchronized using GPS standard protocols (like NMEA or IRIG) or using the more
sophisticated White Rabbit system.
One of the design target was to minimize the channel cost: we can have a very competitive
product compared with commercial devices, noting that here the front-end is included on-
board.

WaveBoard first prototype

f f g f

TIMING
The board has two UFL connectors in order to receive on a coaxial cable both a clock and a
timing signal, typically produced by a GPS receiver, and used to align the system to a common
reference. The clock is a single-ended signal whose electrical levels can be adjusted with a
resistive partition. The timing signal is fed directly to the FPGA and can be either a slow
reference (e.g. a Pulse Per Second (PPS) signal) or a digital timing protocol (e.g. NMEA or
IRIG). This signal is used to impose the same clock phase to all the boards in the system: this
feature is required by the needs to timestamp the sampled signal in a coherent way all over
the detector.
To meet the performance required by sampling frequency and ADC resolution, a Phase Locked
Loop (PLL) device is used to eventually multiply the input clock to reduce the input clock SiPM front-endSiPM front-endLoop (PLL) device is used to eventually multiply the input clock, to reduce the input clock
jitter, and to distribute it to each ADC and to the FPGA. The PLL is accounted of a 0.4 ps of
total output jitter.
A White Rabbit interface is also present, as an alternative way to distribute timing over a
fiber link still allowing data exchange on Ethernet protocol on the same medium.
The board has two output connectors which, in turn, can be used to drive a clock and a timing
reference signal: adjacent boards can be setup in a daisy chain configuration scheme to easy
timing distribution reducing cabling burden.

BOARD CONTROL
Data collection and manipulation is accomplished by a commercial System-on-Module (SoM)
mezzanine board, based on a Zynq7030 FPGA, from Trenz Electronics. The SoM equips the
board with DDR3 memory, Flash memory, SD card, high-performance interfaces (GbE, USB
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(ADC on back side)(ADC on back side)

Z 7030 iZ 7030 i2.0, MGT transceivers), slow communication peripherals (e.g. I2C, RS232). Connectors (e.g.
micro USB, RJ45) are provided on the main board while PHYs are on the SoM.
Depending on project needs (i.e. computing power required and logic size), the same SoM can
be purchased with three different Zynq devices: 7030, 7040, and 7045. This choice, again,
makes big difference in price. A custom mezzanine module could be in principle built around a
simpler and cheaper FPGA, if the project is less demanding in terms of processing power.
The control of the many DACs, ADCs, HV regulators, is implemented by a M4 ARM processor,
which communicates through a RS232 with the Zynq and behaves as a low-level driver of the
board. Even without the SoM, the board can be tested and debugged in many aspects of its
functionalities.
One of the FPGA MGTs is used for SFP laser interface, three are individually connected to
SATA connectors to implement a daisy-chain architecture between adjacent boards; for
bigger FPGAs, the remaining 4 MGTs are connected to a high speed SAMTEC board-to-cable

Zynq7030 mezzanineZynq7030 mezzanine

bigger FPGAs, the remaining 4 MGTs are connected to a high speed SAMTEC board to cable
connector for future expansions.
The board form factor is 6U VME B-size and mounts J1 and J2 standard VME connectors;
power can be supplied using either J1/J2 connectors or a 4-pin connector. Required voltages
are +5 V and +12 V, with a power consumption of, respectively, 3 A and 0.5 A.

CONCLUSIONS
The system has been prototyped and now the boards are under extensive testing in 3 laboratories in Roma,
Bologna and Genova.
All low level tests have been passed and now we are focusing on data conversion handling: first results are
encouraging showing a channel noise in the order of 1.5-2 LSB (RMS)
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Copper GBE connectorCopper GBE connector

Slow Control M4 ARMSlow Control M4 ARM

SiPM front
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• Fast Track test stand– use as many components of the ALICE TPC 
readout/control chain as possible

• Target test stand operational July 1st 2018
҆Validate use of SAMPA for TDIS

҆Experience reading a detector in streaming mode

҆Guide future R&D effort in this area

• Project : Redesign  FEC to work with SSP.

JLab TDIS TPC test stand using SAMPA

FEC – Front End Card
CRU – Common Readout Unit
DCS – Detector Control System
LTU – Local Trigger Unit

Rad. hardened

Goal – common system architecturefor TDIS and SoLID.



• Currently we have several 
hardware components that 
are suitable for use in a 
streaming system.

• In this mode we have a 
system where the VME bus is 
no longer used for data.

• Data output is to a fiber 
based network

• If we can also configure via 
the fiber network then..

• We no longer need a bus at 
all…

Where to go next - hardware

F  Ameli1  M  Battaglieri2  M  Bondì3  M  Capodiferro1  A  Celentano2  T  Chiarusi4  G  Chiodi1  R  Lunadei1  M  De Napoli3

A low cost, high speed,
Multichannel Analog to Digital converter board

FRONTIER DETECTOR FOR FRONTIER PHYSICS
14th Pisa Meeting on Advanced Detectors

27 May - 2 June 2018 – La Biodola, Isola d’Elba (Italy)

F. Ameli1, M. Battaglieri2, M. Bondì3, M. Capodiferro1, A. Celentano2, T. Chiarusi4, G. Chiodi1, R. Lunadei1, M. De Napoli3,
L. Marsicano2, Paolo Musico2, L. Recchia1, D. Ruggieri1, L. Stellato1

Abstract
We developed a highly configurable digitizer board including 12 complete acquisition channels: the board analog to digital converters (ADC) components can be chosen to tailor the specific

1) I.N.F.N. Roma – Piazzale A. Moro, 2 – 00185 - ROMA (Italy)

3) I.N.F.N. Catania – via S. Sofia, 64 – 95123 – CATANIA (Italy)
2) I.N.F.N. Genova – via Dodecaneso, 33 – 16146 – GENOVA (Italy)

4) I.N.F.N. Bologna – viale C. Berti Pichat, 6/2 – 40127 – BOLOGNA (Italy)

We developed a highly configurable digitizer board including 12 complete acquisition channels: the board analog to digital converters (ADC) components can be chosen to tailor the specific
application, ranging from 12 bit 65 MHz up to 14 bit 250 MHz.
In this application the front-end circuit is dedicated to the Silicon Photomultipliers (SiPM) of the BDX detector.
The control is made by a commercial FPGA module to guarantee the scalabilty of the system.
Having the possibility to choose the ADC and the "size" of the FPGA on the control module the price can be reduced to the minimum for a given application.
The board permit the time synchronization using various methods including GPS and White Rabbit.
The configurability of the board and the various options implemented permit to use it in a triggerless data acquisition system.
Up to 240 channels can be hosted in a single 6U crate.

SUMMARY
In the framework of the Beam Dump eXperiment (BDX) at Jefferson Laboratory (Jlab) we
d l d hi hl fi bl di i i b d

DETAILED DESCRIPTION
FRONT-END
The front-end sensors (SiPM) are connected to the board through coaxial cables and MCX

h l i l b lifi d b fi d i l 4 80 E h f developed a highly configurable digitizer board.
The board includes 12 complete acquisition channels dedicated to SiPM readout.
The SiPM bias voltage is also generated and regulated on channel basis on board.
The ADC can be tailored for different applications ranging form 12 bit 65 MHz up to 14 bit
250 MHz.
The front end is now dedicated to the SiPM for the BDX CsI(Ti) crystal calorimeter, but can
be easily reimplemented for different detectors, having fixed the backend structure hence
saving a lot of time in the new development.
The board is controlled using a commercial FPGA module hosting a Xilinx Zynq device and all
related peripherals, mainly memory and communication interfaces.
The board has been thought to be used in a triggerless system: all data passing some
programmable selection criteria are sent out to a computing farm using gigabit Ethernet
standard. To be effective, this methods need to guarantee a good timing synchronization

connectors; the analog signal can be amplified by two fixed gain values, 4 or 80. Each front-
end sensor can be powered by the board itself with a High Voltage (HV) up to 100 V. The HV
can be sourced either from an onboard step-up DC/DC converter or using an external power
supply. Then each channel has a dedicated HV regulator for a fine tuning dependant on the
specific sensor. The HV feed can be completely disconnected from the input path removing a
resistor to increase noise immunity.
The offset of the analog signal can be set using a DAC, which spans the whole ADC input
range. Thanks to this feature, sampling both positive and negative signals is possible.
The digitizer is a dual true differential ADC from Texas Instruments; the ADC family
members are pin to pin compatible and allow a resolution of 12 or 14 bit and sampling
frequencies of 65, 125, 160, and 250 MHz, depending on the family member chosen. Selecting
the proper ADC during the production phase makes a big change in price, since the cost of the
device scales of one order of magnitude from the 12 bit@65 MHz to the 14 bit@250 MHz. ff , g g g y

between all the boards: we foresee various approaches. The entire data acquisition system
can be synchronized using GPS standard protocols (like NMEA or IRIG) or using the more
sophisticated White Rabbit system.
One of the design target was to minimize the channel cost: we can have a very competitive
product compared with commercial devices, noting that here the front-end is included on-
board.

WaveBoard first prototype

f f g f

TIMING
The board has two UFL connectors in order to receive on a coaxial cable both a clock and a
timing signal, typically produced by a GPS receiver, and used to align the system to a common
reference. The clock is a single-ended signal whose electrical levels can be adjusted with a
resistive partition. The timing signal is fed directly to the FPGA and can be either a slow
reference (e.g. a Pulse Per Second (PPS) signal) or a digital timing protocol (e.g. NMEA or
IRIG). This signal is used to impose the same clock phase to all the boards in the system: this
feature is required by the needs to timestamp the sampled signal in a coherent way all over
the detector.
To meet the performance required by sampling frequency and ADC resolution, a Phase Locked
Loop (PLL) device is used to eventually multiply the input clock to reduce the input clock SiPM front-endSiPM front-endLoop (PLL) device is used to eventually multiply the input clock, to reduce the input clock
jitter, and to distribute it to each ADC and to the FPGA. The PLL is accounted of a 0.4 ps of
total output jitter.
A White Rabbit interface is also present, as an alternative way to distribute timing over a
fiber link still allowing data exchange on Ethernet protocol on the same medium.
The board has two output connectors which, in turn, can be used to drive a clock and a timing
reference signal: adjacent boards can be setup in a daisy chain configuration scheme to easy
timing distribution reducing cabling burden.

BOARD CONTROL
Data collection and manipulation is accomplished by a commercial System-on-Module (SoM)
mezzanine board, based on a Zynq7030 FPGA, from Trenz Electronics. The SoM equips the
board with DDR3 memory, Flash memory, SD card, high-performance interfaces (GbE, USB

) l h l ( 2 ) (

(ADC on back side)(ADC on back side)

Z 7030 iZ 7030 i2.0, MGT transceivers), slow communication peripherals (e.g. I2C, RS232). Connectors (e.g.
micro USB, RJ45) are provided on the main board while PHYs are on the SoM.
Depending on project needs (i.e. computing power required and logic size), the same SoM can
be purchased with three different Zynq devices: 7030, 7040, and 7045. This choice, again,
makes big difference in price. A custom mezzanine module could be in principle built around a
simpler and cheaper FPGA, if the project is less demanding in terms of processing power.
The control of the many DACs, ADCs, HV regulators, is implemented by a M4 ARM processor,
which communicates through a RS232 with the Zynq and behaves as a low-level driver of the
board. Even without the SoM, the board can be tested and debugged in many aspects of its
functionalities.
One of the FPGA MGTs is used for SFP laser interface, three are individually connected to
SATA connectors to implement a daisy-chain architecture between adjacent boards; for
bigger FPGAs, the remaining 4 MGTs are connected to a high speed SAMTEC board-to-cable

Zynq7030 mezzanineZynq7030 mezzanine

bigger FPGAs, the remaining 4 MGTs are connected to a high speed SAMTEC board to cable
connector for future expansions.
The board form factor is 6U VME B-size and mounts J1 and J2 standard VME connectors;
power can be supplied using either J1/J2 connectors or a 4-pin connector. Required voltages
are +5 V and +12 V, with a power consumption of, respectively, 3 A and 0.5 A.

CONCLUSIONS
The system has been prototyped and now the boards are under extensive testing in 3 laboratories in Roma,
Bologna and Genova.
All low level tests have been passed and now we are focusing on data conversion handling: first results are
encouraging showing a channel noise in the order of 1.5-2 LSB (RMS)

SFP housingSFP housing

Copper GBE connectorCopper GBE connector

Slow Control M4 ARMSlow Control M4 ARM



• The projects in the previous few slides are hardware 
solutions that can operate in either traditional or 
streaming mode.

• We intend to use these projects to gain insight that will 
be used to:
҆ Refine the hardware, firmware and software.
҆ Aid detector design.
҆ Suggest future directions.

• In an “all streaming DAQ” detectors have detector 
specific interfaces which stream data on a fiber with a 
well defined protocol.

• Devices similar to the VTP and SSP take the data 
streams and :
҆ Merge streams to reduce number of fibers.
҆ Provide buffering to take advantage of occupancy.
҆ Reformat or compress to reduce rate.
҆ Zero and noise suppress.
҆ Provide online monitoring and calibration.
҆ Not necessary in all situations.

• If all devices use the same protocol on the fiber then 
we have a plug and play kit of parts each of which is 
relatively inexpensive.

All streaming DAQ
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• Having a bunch of interesting projects is all well and good but 
progress would be speeded by having a dedicated facility for 
R&D.
҆Semi-permanent test stands without having to borrow hardware.
҆Proximity to existing data acquisition lab.
҆Proximity to JLab datacenter. 

• Have acquired space and modifications for power etc. are 
underway.

• Procurement of hardware will start
soon.

Facility for Innovation in Nuclear Data Readout and Analysis 
(INDRA) 



Summary
• Jefferson lab has electronics that were designed for use in 

traditional triggered readout.
• With firmware modification these boards could be used in a 

streaming mode. 
• Several projects will enhance the triggered mode readout to 

the point where it can be flipped into streaming mode.
• Operating in this mode we can find out what the critical 

parameters are for the design of the next generation of 
electronics.

• We have several customers lined up to use this.
• The goal is to increase flexibility and reduce cost – in 

particular for university collaborators.
• Our experience should be very useful to the EIC detector 

readout community.


