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Read Signal 
from file

C code on Raspberry

Transmission

LAN
(TCP/IP)

Raspberry code: Signal Generation
Program operations:

1. Code reads signal from file and store in memory
2. Code build a client socket connection
3. Every 1ms a signal is sent

Next step is to try a timing 
with statistical distribution 
istead of fixed frequency

Some information are added to the signal:

Raspberry unique code

Signal unique code

Signal trasmission time

Signal from Gagik’s database
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Signal Compression
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Exacution time on Raspberry Model: RASPBERRY PI4
Quad core Cortex-A72 (ARM v8)
C code without any optimizations

Increasing Model Complexity



Timing of compression with different hardwareGPU

CPU
AMD Ryzen 5 5600U
6 core, 12 Logic processor

RASPBERRY PI4 (C code)
Quad core Cortex-A72 (ARM v8)



Timing of compression with different hardware: Batch considerations
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Timing of compression with different hardware: Batch considerations
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Timing of compression with different hardware: Batch considerations
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More Realistic Scenario

2 ALVEO V70 FPGA
 Board

4 Server DELL C6400

Data 
Generation Compression

Frame 
Router

Data 
Generation Compression

Decompression
&

Analisys

Server 1 Server 2 Server 3

Server 4

Available hardware
what we're looking for developing.
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