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DIS (and other hard inclusive processes) = The highest resolution possible for probing  the 
distribution of constituents in hadrons is deep inelastic scattering 

Reference point: nucleus is a collection of quasifree nucleons.

A hard probe incoherently interacts with individual nucleons

RA(x,Q
2) ⌘ �A(x,Q2)

Z�p(x,Q2) +N�n(x,Q2)

EMC 
ratio
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Fig. 3.14. (b) Comparison of high-Q2 BCDMS data [34] with SLAC data [28, 44].

ref. [28]) that the A-dependence of RA(x, Q2) — 1 is practically the same for all x (fig. 3.18). As a
result, RA (x, Q2) — 1 can be fitted to a factorized form:

RA(x, Q2) — 1 f(A)q(x, Q2). (3.22)

At x ~ 0.3 the essential longitudinal distances z involved in the deep inelastic scattering off nuclei are
much smaller than the average internucleon distance in nuclei, z — (0.5—1) Im~x~ 0.7 fm (cf. the
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the nonrelativistic constituent quark model with parameters fitted to reproduce the nucleon form
factor). An observation of a much larger value of p would signal the presence of large short-range
parton—parton correlations in the nucleon wave function.

At present there exist several pieces of information about (p,~, which are basically consistent with a
naive estimate (for average x):

(i) Production of leading hadrons in the current fragmentation region in the reaction  + N—+ 1’ +
+ h2 + X. The EM Collaboration analysed correlations in the transverse momentum plane between

the leading hadrons using the Lund model. They find that a reasonable description is reached for
(p,) —0.44 GeV/c at x —0.1—0.2 [21].This analysis is likely to overestimate (pj since it does not take
into account the QCD broadening of the p~distribution due to the gluon radiation in the initial state.

(ii) The p-dependence of the leading hadron production in the reaction  + N—~e’ + h + X. The
analyses [22]of this effect lead to (ps) —(0.3—0.4) GeV/c for x—0.1—0.2.

(iii) In Drell—Yan pair production the p~distribution of the  ~ pair is reasonably well described by
the QCD calculations which take into account the gluon radiation (the DDT form factor), see, e.g., ref.
[23].It appears that the agreement would be destroyed if (~~)exceeds 0.5GeV/c. Similarly, the p~
distribution of Xe-meson production is reasonably described by the gluon fusion model with the DDT
form factor [24].This can be considered as an indication that (P5)g also does not exceed 0.5 GeVI c.

3.7. Nuclear effects. Introduction

At the Paris (Rochester) Conference in 1982 the European Muon Collaboration (EMC) first
reported their observation of a difference between the structure functions F2 of heavy (Fe) and light
(D) nuclear targets for 0.05  x  0.65 (fig. 3.11) [25].The difference between the observations and the
expectations of the conventional Fermi motion calculations [26](see discussion in section 5) became
known as the EMC effect.
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Fig. 3.11. Ratio ofnucleon structure functionsF~for iron and deuterium as measured by the EM Collaboration in 1983 125]. The solid curve is the
expectation of the Fermi motion models.

Theoretical expectation 
under assumption that 
nucleus consists only of 
nucleons FS 81

One should not be surprised by 
presence of the effect but by its 
smallness for  x<0.35 where bulk of 
quarks are. Since distances between 
nucleons are comparable to the radii 
of nucleons. 
Large effects for atoms in this limit. 



Why the  effect  cannot be described in the approximation: nucleus = A nucleons?

consider a fast nucleus with momentum PA as a collection of nucleons 
with momenta PA/A

In this case probability to find a quark with momentum xPA/
A in nucleon with momentum  αPA/A is fN(x/α)

=PA

α1PA/A
α2PA/A
α3PA/A

α1 +α2 +α3=3

How model dependent was the expectation?
 EMC paper had many curves hence impression that curves could be moved easily.

Fermi motion: αi=1/

F2A(x,Q
2) =

Z
⇢

N
A (↵, pt)F2N (x/↵)

d↵

↵

d

2
pt

Light cone nuclear 
nucleon density (light 
cone projection of the 
nuclear spectral 
function

≣probability to find a nucleon with 
longitudinal momentum αPA/A3



Can account of Fermi motion describe the EMC effect?

Many nucleon approximation:

Z
⇥NA (�, pt)

d�

�
d2pt = A baryon charge sum rule

fraction of nucleus 
momentum 
NOT carried by nucleons

1

A

Z
�⇤NA (�, pt)

d�

�
d2pt = 1� ⇥A

4

=0 in many nucl. approx.

YES :   If one violates baryon charge conservation 
or momentum conservation or both
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Fermi motion - actually SRCs

+
xn [x(n+ 1)� 2]

(1� x)2
· (TA � T

2H)

3mN

RA  for x <(n+1)/2 slightly below  and rapidly 
growing for x > (n+1)/2

RA(x,Q
2) = 1� �AxF 0

N (x,Q2)

FN (x,Q2)

RA(x,Q
2) = 1� �Anx

1� x

Since spread in  α due to Fermi motion is modest ⇒ do Taylor series expansion in 

convolution formula in (1- α):   α= 1+ (α-1)

F2N / (1� x)n, n ⇡ 2(JLAB)

n ⇡ 3(Leading twist)

EMC effect is unambiguous evidence for presence of non nucleonic degrees of
 freedom in nuclei. The question is  what  they are? 

⬇

n(Jlab) ⇡ 2(LT +HT )



◉ Traditional nuclear physics: 

EMC effect is trivial 

λA ---fraction of momentum carried by  pions is few % 
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RA(x,Q
2) = 1� �Anx

1� x



Drell-Yan experiments:   

Q2 = 15 GeV2

A-dependence of antiquark 
distribution, data are from FNAL 
nuclear Drell-Yan experiment, 
curves - pQCD analysis of 
Frankfurt, Liuti, MS 90. Similar 
conclusions by  Eskola et al 93-07 
data analyses

vs pion model 
Prediction

q̄Ca(x)/q̄N = 1.1÷ 1.2|x=0.05÷0.1

x
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we find that the difference Rs(x, Q ) —I=S~(x,Q )/
AS~(x, Q )—1, evaluated at x =0.05, increases by a
factor of 2 as Q varies between Q =3 and 25 GeV . In
particular, if we use the QCD aligned-jet model
(QAJM) of Refs. 4 and 5 (which is a QCD extension of
the well-known parton logic of Bjorken) to calculate
Rs(x, Q ), we find, in the case of Ca, Rg(x=0.04,
Q =3 GeV ) =0.9 and Rs(x=0.04, Q =25 GeV )
=0.97. The last number is in good agreement with
Drell-Yan data (see Fig. 2). Thus, we conclude that
the small shadowing for S~ observed in Ref. 3 for
x=0.04 and Q & 16 GeV2 corresponds to a much
larger shadowing for Q =Qo.
Shadowing in the sea-quark distribution at x =0.04
[Rs(x=0.04, Q =3 GeV ) =0.9), combined with the
experimental data for F2 (x,Q )/AF2 (x,Q ) at the
same value of x [F2 (x,Q )/AFi (x,Q ) & I], unambi-
guously implies an enhancement of the valence quarks,
i.e., Rv(x, Q ):—V~(x, Q )/AV~(x, Q ) & 1. For Ca,
Rv(x =0.04-0.1, Q 3 GeV ) = 1.1, whereas for
infinite nuclear matter, we find Rv(x =0.04-0.1, Q =3
GeV ) ~ 1.2. By applying the baryon-charge sum rule
[Eq. (2)], we conclude that experimental data require
the presence of shadowing for valence quarks at small
values of x [i.e., Rv(x, Q ) & 1 for x,h &0.01-0.03].
Moreover, the amount of shadowing for Rv(x, Q ) is
about the same (somewhat larger) as the shadowing for
the sea-quark channel (see Fig. 3). The overall change
of the momentum carried by valence and sea quarks at
Q'= I GeV' is

yv(Qo) =1.3%, )s(Qo) =—4.6%.
To summarize, the present data are consistent with the

parton-fusion scenario 6rst suggested in Ref. 7: All par-
ton distributions are shadowed at small x, while at larger
x, only valence-quark and gluon distributions are en-
hanced. At the same time, other scenarios inspired by
the now popular (see, e.g. , Ref. 8) idea of parton fusion,

which assume that the momentum fraction carried by
sea quarks in a nucleus remains the same as in a free nu-
cleon, are hardly consistent with deep-inelastic and
Drell- Yan data.
Let us brieAy consider dynamical ideas that may be

consistent with the emerging picture of the small-x
(x ~ 0.1) parton structure of nuclei. In the nucleus rest
frame the x =0.1 region corresponds to a possibility for
the virtual photon to interact with two nucleons which
are at distances of about I fm [cf. Eq. (I)]. But at these
distances quark and gluon distributions of different nu-
cleons may overlap. So, in analogy with the pion model
of the European Muon Collaboration effect, the natural
interpretation of the observed enhancement of gluon and
valence-quark distributions is that intermediate-range in-
ternucleon forces are a result of interchange of quarks
and gluons. Within such a model, screening of the color
charge of quarks and gluons would prevent any sig-
nificant enhancement of the meson field in nuclei. Such
a picture of internucleon forces does not necessarily con-
tradict the experience of nuclear physics. Really, in the
low-energy processes where quark and gluon degrees of
freedom cannot be excited, the exchange of quarks
(gluons) between nucleons is equivalent, within the
dispersion representation over the momentum transfer,
to the exchange of a group of a few mesons. Another
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FIG. 2. Ratio R =(2/A)ug(x, g')/uD(x, g') plotted vs x,
for diff'erent values of Q . Notations as in Fig. 1. Experimen-
tal data from Ref. 3.

1 0

FIG. 3. Ratios R(x,gj) (2/3)F" (x,gf)/FP(x, g$)
(dashed line), R=Rv(x, gS) -(2/A) Vq(x, gf)/Vo(x, QS)
(solid line), and R—=Rs(x, g/) =(2/A)S~(x, g/)/SD(x, g/)
(dot-dashed line) in Ca. All curves have been obtained at
Q) =2 GeV . The Iow-x behavior (x ~ x,h) corresponds to the
predictions of the QA3M of Refs. 4 and 5; the antishadowing
pattern (i.e., a 10/o enhancement in the valence channel
whereas no enhancement in the sea, leading to a less than 5%
increase of F~q at x =0.1-0.2) has been evaluated within the
present approach by requiring that sum rules (2) and (3) are
satisfied. Experimental data are from Ref. 1 (diamonds) and
Ref. 3 (squares), the latter representing the sea-quark ratio Rg
(cf. Fig. 2). The theoretical curves are located below the data
at small x, due to the high experimental values of g~: (g )
=14.5 GeV~ in Ref. 1 and (Q ) =16 GeV2 in Ref. 3, respec-
tively.
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Q2 = 2 GeV2
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Pion model addresses a deep question - what is microscopic origin of 
intermediate and short-range nuclear forces   - do nucleons exchange mesons 
or quarks/gluons? Duality?

M

p

pn

n p n

n p

=π +, ρ+
,...

d

d

u

Meson Exchange                                    Quark interchange

d

u

u

qq

extra antiquarks in nuclei no extra antiquarks
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A better match to 
Drell Yan data 

data
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Before going to theoretical ideas - let us review  what can be concluded about 
pdfs  based on DIS and DY data + exact QCD  sum rules

Open question is the role of HT - experimentally  - good scaling of the ratios 
at SLAC And Jlab - still x -dependence of HT and LT nucleon pdf is different.

+
xn [x(n+ 1)� 2]

(1� x)2
· (TA � T

2H)

3mN

RA(x,Q
2) = 1� �Anx

1� x
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Fig. 3. The structure function ratio F~e(x)lF~2(x) measured in 
this and in a previous [4] experiment. Only statistical errors are 
shown. 

malization. For x <  0.15, the two measurements are 
marginally compatible within the quoted systematic 
errors. Preliminary data from the EM Collaboration 
on a copper target show a less pronounced effect at 
small x in good agreement with our result [ 6 ]. The 
agreement with the SLAC E139 data [2] is excellent 
for x >  0.25 but rather poor at small x ,  In this region, 
we observe, however, a very good agreement with the 
earlier SLAC experiment on a copper target [ 3] at 
small Q2~ 1 GeV 2. 
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Fig. 4. The structure function ratio FVe(x)/F~(x) from this and 
from a previous measurement  [4] combined, compared to other 
muon (a) and electron (b) scattering experiments. The data from 
ref. [ 3 ] were taken with a copper target. Only statistical errors 
are shown. 

In summary, we have complemented our earlier 
measurement of the structure function ratio 
FFet x fl2"~/FD2I ~. 1"32"~ 2 k , ~ 1  2 ~ , ~  J b y  n e w  d a t a  covering t h e  
region of small x (0.06 ~ x ~< 0.20) and improving the 

Results for R(x) =FVe(x)/F~'-(x) from this experiment and ref. [4] combined. The systematic errors do not include the 1.5% uncer- 
tainty on the relative normalization of  Fe and D2 data. 
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tainty on the relative normalization of  Fe and D2 data. 

X Q2 range R(x) Statistical Systematic 
(GeV 2) error error 

0.07 14- 20 1.048 0.016 0.016 
0.10 16- 30 1.057 0.009 0.012 
0.14 18- 35 1.046 0.009 0.011 
0.18 18- 46 1.050 0.009 0.009 
0.225 20-106 1.027 0.009 0.010 
0.275 23-106 1.000 0.011 0.010 
0.35 23-150 0.959 0.009 0.011 
0.45 26-200 0.923 0.013 0.015 
0.55 26-200 0.917 0.019 0.021 
0.65 26-200 0.813 0.023 0.030 

4 8 6  

Bj scaling within 30% accuracy - 
caveat - HT effects are large in SLAC 
kinematics for x≥ 0.5

Bj scaling within 30% accuracy - caveat - HT effects 
maybe  large in SLAC kinematics for x≥ 0.5. Differences  
of RA(x>0.5) reported by EMC,  NMC and BCDMS are 
too large for making  firm conclusions

DY + DIS → enhancement at 
x~ 0.1 is due to valence quarks
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Baryon charge sum rule

LC momentum sum rule

(1)

(2)

From (1)  + EMC effect ⇒  enhancement of VA(x~ 0.1) at least partially 

reflection of the EMC effect - some room for contribution  
compensating valence quark shadowing. FGS12  have an argument now 
why shadowing for VA is suppressed. 

Comment: the best way to measure VA/VN is semi inclusive π+- π- 
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Consider isoscalar  target 

and use 

define

Use NMC data (the smallest  relative normalization error)

for 40Ca
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Frankfurt, Liuti, MS90

data on charged leptons DIS with nuclear targets and Drell-Yan in proton-nucleus collisions.
Checks of the compatibility with other hard processes are also available: the inclusive particle
production at high transverse momentum from d+Au collisions at RHIC has been included in
the analysis of [25] without signs of tension among the different data sets; the compatibility with
neutrino DIS data with nuclear targets has also been checked in Ref. [29]2. Moreover, the most
recent data from Z-production at the LHC [30] also show good agreement with the factoriza-
tion assumption although errors are still moderately large. In spite of these successes, the gluon
distribution remains poorly constrained for the nucleus, as can be seen in Fig. 1 where different
sets of nPDFs are shown, together with the corresponding uncertainty bands. DGLAP evolution
is, however, very efficient in removing the nuclear effects for gluons at small-x, which quickly
disappear for increasing Q2. In this way, these uncertainties become smaller for the hardest
available probes — see Fig. 1 — except for the large-x region where substantial effects could
survive for large virtualities. This region is, however, dominated by valence quarks which in
turn are rather well constrained by DIS data with nuclei.

An alternative approach [31] computing the small-x shadowing by its connection to the
hard diffraction in electron-nucleon scattering has been used to obtain the nuclear PDF at an
initial scale Q0 which are then evolved by NLO DGLAP equations. The inputs in this calcula-
tion are the diffractive PDFs measured in DIS with protons at HERA. These distributions are
dominated by gluons, resulting in a stronger shadowing for gluons than the corresponding one
for quarks. In Fig. 1 the results from this approach for the gluon case are also plotted. The
differences at small-x become even larger at smaller virtualities (not shown) [31].

x
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Fig. 1: Current knowledge of nuclear PDFs, shown as the ratio of bound over free proton gluon distributions,
RPb

g (x,Q2), obtained by the NLO global fits EPS09 [25], HKN07 [26] and nDS [27] at two different virtualities,
Q2 = 1.69 GeV2 and Q2=100 GeV2. Also shown for Q2 = 100 GeV2 are the results from Ref. [31] (FGS10) in
which gluon shadowing is computed from the DIS diffraction cross section measured at HERA.

It is worth noticing that in contrast to RHIC, where there are constraints at mid-rapidity
(x >∼ 10−2) for nuclear distributions from DIS and DY data, the LHC will probe completely
unexplored regions of phase space. This complicates the interpretation of the A+Adata before
a p+Abenchmarking programme removes these uncertainties, e.g. for the suppression of high
transverse momentum particles observed in [3]. The experimental data from d+Au collisions at
RHIC have already proven to be an appropriate testing ground for nPDFs studies: as mentioned
before, data on inclusive production at high-pT has been included in global fits, providing con-
straints for gluons; nPDFs are also extensively used in phenomenological studies of hard probes

2See, however, Ref. [28] for contradicting results.

Before LHC, gA/gN was practically  not 
constrained. Only exception are NMC 
data on scaling violation at x~0.1 (Sn/
C) and J/psi A-dependence (but 
systematic errors are too large

Need theory to calculate small x pdfs



 The Gribov theory of nuclear shadowing   relates  shadowing in γ* A and 

diffraction in the elementary process:   γ*+N → X +N.

Before  HERA one had to model  ep diffraction to calculate 
shadowing for σγ*A   (FS88-89, Kwiecinski89, Brodsky & Liu 90, 

Nikolaev & Zakharov 91). More recently several groups  (Capella 
et al)  used the HERA diffractive data  as input to obtain a 
reasonable description of  the NMC data (however this analysis 
made several simplifying assumptions). Also the diffractive data 
were used by several groups to describe shadowing in γA 
scattering without free parameters.

Does not allow to calculate gluon pdfs and even quark pdfs

Author's personal copy
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Fig. 9. Graphs for to the total virtual photon–nucleus cross section, �� ⇤A . Graph a gives the impulse approximation; graphs b and c give the shadowing
correction arising from the interaction with two and three nucleons of the target, respectively.

When lc is larger than the diameter of the nucleus, 2RA, the virtual photon coherently (‘‘simultaneously’’) interactswith all
nucleons of the target located at the same impact parameter. For instance, for the nucleus of 40Ca, this happens for x  0.01.
On the other hand, when lc decreases and becomes compatible to the average distance between two nucleons in the nucleus,
rNN ⇡ 1.7 fm, all effects associated with large lc are expected to disappear. Therefore, the nuclear effects of shadowing and
antishadowing disappear for x > 0.2 (see also the discussion in Section 3.2 where this is discussed in the reference frame
of the fast moving nucleus).

The wave function of the projectile virtual photon is characterized by the distribution over components (fluctuations)
that widely differ in the strength of the interaction with the target: the fluctuations of a small transverse size correspond
to the small interaction strength and the large phase volume, while the fluctuations of a large transverse size correspond
to the large interaction strength but the small phase volume. A proper account of the interplay between the phase volume
of different configurations and their strength of interactions shows [122] that these components lead to the contributions
characterized by the same power of Q 2: �� ⇤T / 1/Q 2.1 Hence, at moderately small x, nuclear shadowing is a predominantly
non-perturbative QCD phenomenon complicated by the leading twist Q 2 evolution. At extremely small x, perturbative QCD
(pQCD) interactions become strong which leads to a change of the dynamics of nuclear shadowing, see the discussion in
Section 8.

At sufficiently high energies (small Bjorken x), when the virtual photon interacts with many nucleons of the target, the
lepton–nucleus scattering amplitude receives contributions from the graphs presented in Fig. 9. Considering the forward
scattering and taking the imaginary part of the graphs in Fig. 9 (presented by the vertical dashed lines), one obtains
the graphical representation for the total virtual photon–nucleus cross section, �� ⇤A. Note that there are other graphs,
corresponding to the interaction with four and more nucleons of the target, which are not shown in Fig. 9; the contribution
of these graphs to �� ⇤A is insignificant. However, they appear to be important in the case of the events with the multiplicity
significantly larger than the average.

Graph a in Fig. 9, which is a generalization of the left graph in Fig. 2 to the case of DIS, corresponds to the interaction with
one nucleon of the target (the impulse approximation). The contribution of graph a to �� ⇤A, which we denote �

(a)
� ⇤A, is

�
(a)
� ⇤A = A�� ⇤N , (31)

where �� ⇤N is the total virtual photon–nucleon cross section. The proton and neutron total cross sections (structure
functions) are very close at small x, and, therefore, unless specified, we shall not distinguish between protons and neutrons.
Also, in Eq. (31), we employed the non-relativistic approximation for the nucleus wave function. A more accurate treatment
would involve the light-cone many-nucleon approximation for the description of nuclei which leads to tiny corrections to
Eq. (31) for small x due to the Fermi motion effect, see Section 3.2. The good accuracy of this approximation has been tested
by numerous studies of elastic and total hadron–nucleus scattering cross sections at intermediate energies.

The total cross section in Eq. (31) corresponds to the sumof the cross sectionswith the transverse (�� ⇤
T N ) and longitudinal

(�� ⇤
L N ) polarizations of the virtual photon. These cross sections can be expressed in terms of the isospin-averaged inclusive

(unpolarized) structure function F2N(x,Q 2) and longitudinal structure function FL(x,Q 2), see, e.g. [101]:

�� ⇤
T N + �� ⇤

L N = �� ⇤N = 4⇡2↵em

Q 2(1 � x)
F2N(x,Q 2),

�� ⇤
L N = 4⇡2↵em

Q 2(1 � x)
FL(x,Q 2), (32)

1 This parton-model reasoning ismodified in QCDwhere the configurationswith almost on-mass-shell quarks are suppressed at largeQ 2 by the Sudakov
form factor. An account of radiation (Q 2 evolution) leads to the appearance of hard gluons (in addition to thenear on-mass-shell quarks) in thewave function
of the virtual photon. This property of QCD is important for the theoretical analysis of hard diffractive processes considered in Section 6.

model 
independent

model dependent 
but universal (~ 
same for different A)

four fold 
rescattering a 

small correction 
for x> 10-3

Author's personal copy
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Fig. 65. Comparison of the F2A(x,Q 2)/[AF2N (x,Q 2)] ratio for 40Ca [17] to our predictions corresponding to the sum of the leading twist and VMD
contributions. The lower band corresponds to LT + VMD; the upper band corresponds to LT + 0.5 VMD (see the text).

Since one does not have an unambiguous way to add the LT and VMD contributions, as an illustration, we consider the
scenario when the VMD contribution is added with the coefficient 1/2. This coefficient accounts for the duality between the
continuum and VMD contributions to diffraction, see also the discussion in Ref. [193]. The corresponding prediction is given
by the upper band in Fig. 65. As one can see from the figure, the ‘‘LT+ 0.5 VMD’’ prescription provides a good description of
the NMC data.

Figs. 63 and 65 illustrate the important qualitative phenomenon that the higher twist effects play an important role
in nuclear shadowing in the considered kinematics. This conclusion is in a broad agreement with the phenomenological
approaches to nuclear shadowing which include both the scaling (leading twist) and lowest mass (⇢,! and �) vector meson
(higher twist) contributions [85–92,94,95].

One should also mention a very different approach to nuclear shadowing, where nuclear shadowing is a purely higher
twist effect [206]. The analysis of [206] confirms our observation that the higher twist effects in the fixed-target kinematics
are large. So far the connection of the approach of [206] to the Gribov theory is not clear. In particular, the diagrams that
correspond to the vector meson production (which dominates the higher twist small-x contribution in the Gribov theory)
seem to be neglected in [206] as a very high twist effect. It would be interesting to compare predictions for the double
scattering contribution to F2A(x,Q 2) made using the approach of Ref. [206] and the Gribov relation between shadowing and
diffraction (see Eq. (43)), which, in this limit, is a consequence of unitarity, see the discussion in Section 3.

5.17. The EMC effect for heavy nuclei and the Lorentz dilation of the nuclear Coulomb field

This subsection is based on Ref. [207]. In QCD one usually treats the partonwave function of a nucleus A as built of quarks
and gluons. As a result, it satisfies the following momentum sum rule:

Z 1

0

⇥
xAVA(xA,Q 2) + xASA(xA,Q 2) + xAGA(xA,Q 2)

⇤
dxA = 1, (152)

where the summation over the quark flavors is assumed; (VA, SA,GA) refer to the (valence quark, sea quark, gluon)
distributions in the target; xA = Q 2/(2q0MA) where q0 is the virtual photon energy and MA is the nucleus mass. In this
approximation, one neglects electromagnetic effects both in the hadron wave function at the initial scale of the evolution,
Q 2
0 , and in the DGLAP QCD evolution.
In the case of a fast particle, its Coulomb field is transformed into the field of equivalent photons. As a result, the photons

become dynamical degrees of freedom. To take them into account requires the modification of the QCD evolution equations
by including the momentum distribution of the photons, PA, in addition to the standard contributions of quarks and gluons.
Thus, the presence of the photon component in the nuclear light-cone wave function leads to the following modification of
the momentum sum rule:

Z 1

0

⇥
xAVA(xA,Q 2) + xASA(xA,Q 2) + xAGA(xA,Q 2) + xAPA(xA,Q 2)

⇤
dxA = 1. (153)

To remove the kinematic effects, it is convenient to rescale the variables by introducing the light-cone fraction x defined as

x = AxA, (154)
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Combining Gribov theory  of shadowing and pQCD factorization theorem for 
diffraction in DIS allows to calculate LT shadowing  for all parton densities  (FS98) 
(instead of calculating F2A only)

 Theoretical expectations for shadowing in the  LT limit

Theorem:   In  the low thickness limit the leading twist nuclear shadowing 
is unambiguously expressed through the nucleon diffractive  parton 
densities                         :
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  Numerical studies impose antishadowing to satisfy the sum rules for 
baryon charge and momentum (LF + MS + Liuti 90) - sensitivity to 
model of fluctuations (interaction with N>2 nucleons) is rather weak.  
At the moment uncertainty from HERA measurements is 
comparable.

NLO pdfs - as 
diffractive pdfs are 

NLO

15
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Fig. 31. Predictions for nuclear shadowing at the input scale Q 2
0 = 4 GeV2. The ratios Rj (ū and c quarks and gluons) and RF2 as functions of Bjorken x at

Q 2 = 4. The four upper panels are for 40Ca; the four lower panels are for 208Pb. Two sets of curves correspond to models FGS10_H and FGS10_L (see the
text).

Another important quantity related to the longitudinal structure function is the ratio of the virtual photon-target cross
sections for the longitudinal and transverse polarizations of the virtual photon,

R ⌘ �L

�T
= FL(x,Q 2)

F2(x,Q 2) � FL(x,Q 2)
. (123)

Below we present our predictions for the super-ratio RA/RN , which is the ratio of the nuclear to the nucleon ratios R:

RA

RN
⌘ FA

L (x,Q 2)

F2A(x,Q 2) � FA
L (x,Q 2)

F2N(x,Q 2) � FN
L (x,Q 2)

FN
L (x,Q 2)

= FA
L (x,Q 2)

AFN
L (x,Q 2)

AF2N(x,Q 2)

F2A(x,Q 2)

1 � FN
L (x,Q 2)/F2N(x,Q 2)

1 � FA
L (x,Q 2)/F2A(x,Q 2)

. (124)

The advantage of considering the super-ratio RA/RN is that this quantity is essentially insensitive to the value of the
elementary ratio RN .

Fig. 36 presents our predictions for RA/RN of Eq. (124) for 40Ca and 208Pb for four different values of Q 2 as a function of
Bjorken x. Both models FGS10_H and FGS10_L give numerically indistinguishable predictions for RA/RN . Also, as one can see

Predictions for nuclear shadowing at the input scale Q2 = 4 GeV2. and = 100 
GeV2. The ratios Rj (u ̄ and c quarks and gluons) and RF2 as functions of 
Bjorken x.   Two sets of curves correspond to models FGS10_H and FGS10_L.

Author's personal copy
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Fig. 32. The same as in Fig. 31, but the ratios are evaluated at Q 2 = 100 GeV2.

from Fig. 36, the predicted A dependence of RA/RN is rather weak, but still non-negligible. (This also naturally applies to the
ratio RA.)

The trend of the x behavior of RA/RN can be understood as follows. For small x, x  10�3, and not too large Q 2,
Q 2  10 GeV2, the suppression of FA

L /(AFN
L ) due to nuclear shadowing is larger than that of F2A/(AF2N) (the nuclear gluon

PDF is shadowed more that the quark nuclear PDFs), which makes RA/RN < 1. As one increases x, antishadowing begins to
play a role, which makes FA

L /(AFN
L ) > 1, see Fig. 35. As a result, RA/RN > 1 for approximately 5 ⇥ 10�3  x  0.2.

One has to note that as an input for our calculation of the R factor, we use the nucleon longitudinal structure function
FN
L (x,Q 2) that we calculate using the CTEQ5M parton distributions. A comparison of our predictions for FN

L (x,Q 2) to the
ZEUS [174] and H1 [175] data on FN

L (x,Q 2) shows that our predictions somewhat overestimate the data. At the same
time, NLO and NNLO predictions made with contemporary parton distributions describe the data reasonably well [175].
An inspection shows that the CTEQ5M gluon distribution at small x is significantly larger than, e.g., the CT10 gluon
distribution [176] which explains our overestimate of the HERA data on FN

L (x,Q 2).

5.3. Energy and Q 2 dependence of nuclear shadowing

It is also important to study the energy dependence (the dependence on Bjorken x) and Q 2 dependence of nuclear
shadowing. In the following, we consider the shadowing corrections to the structure function F2A(x,Q 2) and to the gluon

Q2 = 4 GeV2 Q2 = 100 GeV2

Sum rules require large gluon antishadowing
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Figure 4. The same as in figure 3, but with the LO pQCD predictions evaluated at µ2 = 3 GeV2.

Figures 3 and 4 present the suppression factor S(Wγp) for Lead as a function of x =

M2
J/ψ/W

2
γp. The two ALICE data points (see the discussion above) are compared with the

LO pQCD predictions given by eq. (2.11) at µ2 = 2.4 GeV2 (figure 3) and at µ2 = 3 GeV2

(figure 4). In the two upper panels and in the lower left one, the factors of R(x, µ2) and

κA/N are calculated in the framework of the leading twist approximation (LTA) consisting

in the combination of the leading twist theory of nuclear shadowing [30] with the given

(MNRT07, CTEQ6L1, CTEQ6L, MRST04 and NNPDF) gluon distributions of the free

nucleon. In each case, we show the band of predictions which corresponds to the intrinsic

uncertainty of the leading twist theory of nuclear shadowing1. Note also that since the

predictions with the CTEQ6L1 and CTEQ6L and with the MRST04 and NNPDF gluon

distributions are rather close, we show only the representative examples of CTEQ6L1 and

NNPDF.

In the lower right panels, S(Wγp) is calculated using the leading order EPS09 param-

eterization of nuclear PDFs [31] extracted from the global QCD fit to available data; at

the leading order, EPS09 should be coupled with the CTEQ6L1 gluon distribution of the

free proton. Note that we use EPS09 as a typical representative example—predictions for

1The bands shown in figures 3 and 4 represent the theoretical uncertainty of the leading twist theory

of nuclear shadowing [30] associated with the ambiguity in the magnitude of the contribution describing

the interaction of the virtual photon with three and more nucleons of the nucleus. The upper and lower

boundaries of the bands correspond to the lower and higher limits on shadowing.

– 10 –

Points - experimental values of S extracted by Guzey et al (arXiv:
1305.1724) from the ALICE  data;   Curves - analysis with determination 
of  Q -scale by Guzey and Zhalov arXiv:1307.6689; JHEP 1402 (2014) 046.
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3. Quantitative constraints: reweighting of EPS09

p
s

Figure 3. The preliminary CMS dijet data [11] compared to pre-
dictions with di↵erent PDFs. Figure adapted from [12].

As Figure 3 already indicated, EPS09 agrees with the
CMS data. However, to better understand what kind of
further constraints these data might provide, we invoke the
method of Hessian PDF reweighting [14, 15]: We recall
that the central set of EPS09 corresponds to a minimum of
a certain global �2-function which can be expanded in the
vicinity of the minimum as

�2{a} ⇡ �2
0 +
X

i j

(ai � a0
i )Hi j(a j � a0

j ) = �
2
0 +
X

i

z2
i . (2)

Here, ai denote the fit parameters (the best fit corresponds
to ai = a0

i ) and Hi j is the second-derivative matrix (the
Hessian matrix) which has been diagonalized in the last
step. The central PDF set S 0 corresponds to the origin of
this “z-space” and the PDF error sets S ±k are defined by
zi(S ±k ) = ±

p
��2�ik, where ��2 = 50 for EPS09. If we

were to include a new set of data into our global fit, we
would naturally add its �2-contribution on top of every-
thing else in Eq. (2). Now, as the the PDF error sets are
available we can realize this approximately by defining

�2
new ⌘ �2

0 +
X

k

z2
k +
X

i, j

⇣
yi[ f ] � ydata

i

⌘
C�1

i j

⇣
y j[ f ] � ydata

j

⌘
,

where ydata
i are the new data points with covariance matrix Ci j. We can estimate the theory values yi[ f ] linearly by

yi
⇥
f
⇤ ⇡ yi [S 0] +

X

k

@yi[S ]
@zk

����
S=S 0

zk ⇡ yi [S 0] +
X

k

yi[S +k ] � yi[S �k ]
2

zkp
��2
, (3)

and, in this way, �2
new becomes a quadratic function of the variables zi and it has a well-defined minimum denoted here

by zi = zmin
k . The corresponding set of PDFs f new

i (x,Q2) can be computed by

f new
i (x,Q2) ⇡ f S 0

i (x,Q2) +
X

k

f S +k
i (x,Q2) � f S �k

i (x,Q2)
2

zmin
kp
��2
. (4)

After finding the minimum, one can also construct the new error sets similarly as sketched above.

Figure 4. Left-hand panel: The EPS09 nuclear modification RG(x,Q2 = 1.69 GeV2) before and after the reweighting with CMS p+Pb dijet data.
Right-hand panel: As the left-hand panel but giving the dijet data an extra weight of 10.
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Abstract

We present a perturbative QCD analysis concerning the production of high-pT dijets in p+Pb collisions at the LHC. The next-to-
leading order corrections, scale variations and free-proton PDF uncertainties are found to have only a relatively small influence on
the normalized dijet rapidity distributions. Interestingly, however, these novel observables prove to retain substantial sensitivity to
the nuclear e↵ects in the PDFs. Especially, they serve as a more robust probe of the nuclear gluon densities at x > 0.01, than e.g.
the inclusive hadron production. We confront our calculations with the recent data by the CMS collaboration. These preliminary
data lend striking support to the gluon antishadowing similar to that in the EPS09 nuclear PDFs.

Keywords: Nuclear parton distributions, dijets, PDF reweighting

1. Introduction

Figure 1. Comparison of nuclear modifications for gluon
PDFs RPb

G (x,Q) ⌘ glead(x,Q)/gproton(x,Q) as obtained in
di↵erent fits. Figure adapted from [12].

The gluon parton distribution functions (PDFs) in heavy nu-
clei are not particularly well constrained [1, 2]. Before the nu-
clear collisions at the LHC, one of the very few available data di-
rectly sensitive to the nuclear gluons at perturbative scales were
from inclusive pion production in deuteron+gold collisions at
RHIC [3, 4]. These data were included into the EPS09 [5] global
fit of nuclear PDFs (nPDFs) and gave rise to the antishadow-
ing and EMC-e↵ect for gluons shown in Figure 1 (similar re-
sults have been recently obtained by the nCTEQ collaboration
[6]). However, one can interpret the nuclear modifications seen
in the RHIC pion data also as being due to nuclear e↵ects in the
parton-to-pion fragmentation functions [7] and hence reproduce
the RHIC pion data practically without any nuclear modifications
in the gluon PDFs. This viewpoint was adopted in the DSSZ [8]
global fit of nPDFs. Finally, if all the pion data are left out, the
gluons remain very weakly constrained and more fit parameters have to be fixed by hand. An example of this kind
of fit is HKN07 [9]. It is this situation that the (di)jet production in the proton+lead (p+Pb) collisions at the LHC is
expected to shed light on.
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Abstract

We present a perturbative QCD analysis concerning the production of high-pT dijets in p+Pb collisions at the LHC. The next-to-
leading order corrections, scale variations and free-proton PDF uncertainties are found to have only a relatively small influence on
the normalized dijet rapidity distributions. Interestingly, however, these novel observables prove to retain substantial sensitivity to
the nuclear e↵ects in the PDFs. Especially, they serve as a more robust probe of the nuclear gluon densities at x > 0.01, than e.g.
the inclusive hadron production. We confront our calculations with the recent data by the CMS collaboration. These preliminary
data lend striking support to the gluon antishadowing similar to that in the EPS09 nuclear PDFs.

Keywords: Nuclear parton distributions, dijets, PDF reweighting

1. Introduction

Figure 1. Comparison of nuclear modifications for gluon
PDFs RPb

G (x,Q) ⌘ glead(x,Q)/gproton(x,Q) as obtained in
di↵erent fits. Figure adapted from [12].
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from inclusive pion production in deuteron+gold collisions at
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in the RHIC pion data also as being due to nuclear e↵ects in the
parton-to-pion fragmentation functions [7] and hence reproduce
the RHIC pion data practically without any nuclear modifications
in the gluon PDFs. This viewpoint was adopted in the DSSZ [8]
global fit of nPDFs. Finally, if all the pion data are left out, the
gluons remain very weakly constrained and more fit parameters have to be fixed by hand. An example of this kind
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3. Quantitative constraints: reweighting of EPS09

p
s

Figure 3. The preliminary CMS dijet data [11] compared to pre-
dictions with di↵erent PDFs. Figure adapted from [12].

As Figure 3 already indicated, EPS09 agrees with the
CMS data. However, to better understand what kind of
further constraints these data might provide, we invoke the
method of Hessian PDF reweighting [14, 15]: We recall
that the central set of EPS09 corresponds to a minimum of
a certain global �2-function which can be expanded in the
vicinity of the minimum as

�2{a} ⇡ �2
0 +
X

i j

(ai � a0
i )Hi j(a j � a0

j ) = �
2
0 +
X

i

z2
i . (2)

Here, ai denote the fit parameters (the best fit corresponds
to ai = a0

i ) and Hi j is the second-derivative matrix (the
Hessian matrix) which has been diagonalized in the last
step. The central PDF set S 0 corresponds to the origin of
this “z-space” and the PDF error sets S ±k are defined by
zi(S ±k ) = ±

p
��2�ik, where ��2 = 50 for EPS09. If we

were to include a new set of data into our global fit, we
would naturally add its �2-contribution on top of every-
thing else in Eq. (2). Now, as the the PDF error sets are
available we can realize this approximately by defining

�2
new ⌘ �2

0 +
X

k

z2
k +
X

i, j

⇣
yi[ f ] � ydata

i

⌘
C�1

i j

⇣
y j[ f ] � ydata

j

⌘
,

where ydata
i are the new data points with covariance matrix Ci j. We can estimate the theory values yi[ f ] linearly by

yi
⇥
f
⇤ ⇡ yi [S 0] +

X

k

@yi[S ]
@zk

����
S=S 0

zk ⇡ yi [S 0] +
X

k

yi[S +k ] � yi[S �k ]
2

zkp
��2
, (3)

and, in this way, �2
new becomes a quadratic function of the variables zi and it has a well-defined minimum denoted here

by zi = zmin
k . The corresponding set of PDFs f new

i (x,Q2) can be computed by

f new
i (x,Q2) ⇡ f S 0

i (x,Q2) +
X

k

f S +k
i (x,Q2) � f S �k

i (x,Q2)
2

zmin
kp
��2
. (4)

After finding the minimum, one can also construct the new error sets similarly as sketched above.

Figure 4. Left-hand panel: The EPS09 nuclear modification RG(x,Q2 = 1.69 GeV2) before and after the reweighting with CMS p+Pb dijet data.
Right-hand panel: As the left-hand panel but giving the dijet data an extra weight of 10.

3

LHC data are sensitive to antishadowing, EMC effect for gluons is build 
into parametrization - not constrained by the data
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First explanations/models of the EMC effect (no qualitatively new models  in 30 years)

RA(x,Q
2) = 1� �Anx

1� x

Pionic model:  extra pions  - λπ ~ 4% -actually for fitting Jlab and SLAC 
data  ~ 6% for A> 40

+ enhancement from scattering off pion field with  απ~  0.15

6 quark configurations in nuclei with P6q~ 20-30%

◉

◉
◉

Mini delocalization (color screening model) - small swelling - enhancement of  
deformation at large x due to suppression of small size configurations in 
bound nucleons + valence quark antishadowing with effect roughly ∝	 knucl2

Nucleon swelling - radius of the nucleus is  20--15% larger in nuclei. Color is 
significantly delocalized in nuclei
Larger size →fewer fast quarks - possible mechanism: gluon radiation  
starting at lower Q2

◉
(1/A)F2A(x,Q

2) = F2D(x,Q2
⇠A(Q

2))/2

20

Back to EMC effect at x >0.3

killed by DY data



◉ Traditional nuclear physics strikes back: 

EMC effect is just effect of nuclear binding : account for the nucleus 
excitation in the final state: e+A ! e0 +X + (A� 1)⇤

First try: baryon charge violation because of the use of non relativistic 
normalization 

Second  try:  fix baryon charge ➔ violate momentum sum rule

Third try (not always done) fix momentum sum rule by adding mesons 
➠

version of pion model
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Do we know that properties of nucleons in nuclei the same as for free nucleons?

22

Analysis  of (e,e’) SLAC data at x=1 -- tests Q2 dependence of the nucleon 
form factor  for nucleon momenta kN < 150 MeV/c and Q2 > 1 GeV2 : 

rbound
N

/rfree
N

< 1.036

Analysis of elastic pA scattering

L. Frankfurt and M. Strikman, Hard nuclear processes and microscopic nuclear structure 243

satisfied for the sea at all Q2 (see fig. 3.8). This leads [in the case of a small contribution of the ‘rr~
component to the SU(2) sea] to the restriction AN >3 GeV2 (cf. ref. [7]).

(iii) 1TTNN(t) extracted from the reactions e + p(n)—*e + N(z~)(see ref. [8] and section 8.6) corre-
sponds to

AN=(6±1)GeV2.

(iv) From the reaction p + p-~N + ~ [9]AN 2.5 GeV2.
The derived lower limit on AN  3 GeV2 is much larger than the number used in the OBEP models

(eq. 2.2). Thus the question of the consistency of these models with the restrictions from high-energy
processes requires further investigations. Such an investigation would help to clarify whether short-
range nuclear forces are due to meson exchanges or due to exchanges by constituent quarks and gluons.

2.1.2. Properties of bound nucleons
(a) Nonrelativistic theory reasonably describes the main deuteron characteristics: the magnetic

moment ~d (with 1% accuracy), the electromagnetic form factors up to Q2 1 GeV2 [10], etc. (It is
worth emphasizing that in the momentum space representation realistic deuteron wave functions — Reid
wave function, Paris potential wave function, and Hamada—Johnston wave function — differ consider-
ably for k ~ 0.6—0.8 GeV/c only.) Accounting for the relativistic motion of nucleons in a deuteron, in
terms of light-cone quantum mechanics, improves the description of js~(accuracy 0.5%) [111and
enables us to describe a number of hard nuclear reactions. (For a review see ref. [12]and sections 6—8.)

(b) The data on elastic proton—nucleus scattering at T~ 1 GeV agree with the standard Glauber
model (which uses as input free NN amplitudes) with an accuracy of the order of 2% [13]. Thus the
radii of bound and free nucleons are quite close (cf. the analysis of p4He data [14]):

— 1~~ 0.04. (2.3)

This inequality is relevant for the properties of nucleons at average nuclear densities (not only near the
nuclear surface).

(c) The recent analysis [15] of the SLAC data for the Q2 dependence of the inelastic electron—3He
cross section in the region of the quasinelastic peak indicates that the radius of a nucleon bound in 3He
with momentum ~0.2 GeV/c is close to that of the free nucleon:*)

r~0~!r~~ 1.036. (2.4)

Similar conclusions were reported very recently from the analysis [16] of preliminary SLAC data for
inclusive electron—Al, Fe scattering:

r~°°~/r~~< 1.05. (2.5)

Note that all these data mainly probe the magnetic nucleon form factor of a bound nucleon (see
discussion in section 8.6).

2.1.3. Indications for a signijicant high-momentum component in the wave function of the nucleus
(d) Analysis of high-energy reactions: elastic pD scattering (see, e.g., ref. [17]), kinematically

forbidden proton and pion production, elastic and inelastic electromagnetic form factors of the
*) For k  0.2 the analyses of refs. [15,16] are more uncertain since they neglect the final state interaction effect and the excitation of the

residual system. A more model independent analysis briefly presented in section 8.6 somewhat improves the limit (2.5) for small k.

Similar conclusions from combined analysis of  (e,e’p)  and (e,e’)  JLab 
data 

Cannot use info from low momentum transfer processes - quasiparticles, complicated 
interactions of probe with nucleons: Nucleon effective masses ~0.7 mN,  strong quenching 
for A(e,e’p) processes:  suppression factor Q~0.6 practically disappears at Q2=1 GeV2 .

☛

Problem for the nucleon swelling models of the EMC effect which 
need  20% swelling
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EVA BNL  5.9 GeV protons  (p,2p)n 

(e,e’ pp), (e,e’pn)  Jlab   Q2= 2GeV2

-t= 5 GeV2; t=(pin-pfin)2

Different probes, different kinematics - the same pattern of very strong 
correlation - Universality is the answer to a question: “How to we 
know that (e,e’pN) is not due to meson exchange currents?”

✺
Structure of 2N correlations - probability ~ 20% for A>12  
→ dominant  but not the only term in kinetic energy

90% pn + 10% pp < 10% exotics ⇒ probability of exotics < 2%

Theoretical analysis of the (p,ppn), (e,e’pN) data:   Very strong correlation - 
removal of proton with k > 250 MeV/c - leads in 90% cases to emission of neutron, in 
10% -   proton.

Combined analysis of (e,e’) and knockout data

One cannot introduce large exotic component in  nuclei - 20 % 6q, Δ’s



Very few models of the EMC effect survive  when constraints due 
to the observations of the SRC are included as well as lack of 
enhancement of antiquarks and Q2 dependence of the quasielastic 
(e,e’) at x=1

 - essentially one scenario survives - strong deformation of rare 
configurations in bound nucleons increasing with nucleon 
momentum  and with most of the effect due to the  SRCs . 

24

A-dependence of  RA 1�RA(x,Q
2) = f(A) · g(x,Q2) for x <0.7

f(A) /< k

2
>, average excitation energy, a2

f(A) /< ⇢(r1)⇢(r2)✓(r0 � |r1 � r2|), r0 ⇠ 1.2 fm

At  x > 0.7 graduate transition to regime RA(x,Q
2) / a2(A)



Dynamical model - color screening model of the EMC effect 

(a) Quark configurations in a nucleon of a size << average size (PLC) 
should interact weaker than in average. Application of the variational 
principle indicates that  probability of such configurations in nucleons 
is suppressed.

Combination of two ideas: 

(b)  Quarks in nucleon with x>0.5 --0.6 belong to small size 
configurations with  strongly suppressed pion field - while pion field 
is critical for SRC especially D-wave.

test was possible  in pA LHC run in March 2013 
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In color screening model modification of average properties is < 2- 3 %.

(FS 83-85)



Introducing in the wave function of the nucleus explicit 
dependence of the internal variables we find for   weakly 
interacting configurations in the first order perturbation theory 
using closer we find 

where

energy in the energy denominator. Using equations of motion for   ψΑ 
the momentum dependence for the probability to  find a bound 
nucleon, δA(p) with momentum p in a PLC  was determined for the 
case of two nucleon correlations and mean field approximation. In the 
lowest order

�D(p) =

0

@1 +
2 p2

2m + ✏D

�ED

1

A
�2

 ̃A(i) ⇡

0

@1 +
X

j 6=i

Vij

�E

1

A A(i)

�E ⇠ mN⇤ �mN ⇠ 600� 800MeV average excitation 

After including higher order terms we obtained for SRCs and for  
deuteron:

�A(p) = 1� 4(p2/2m+ ✏A)/�EA
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Accordingly 

which to the first approximation is proportional the average excitation energy 
and hence roughly to a2(A),  which  proportional to <ρ2(r)> for A>12 (FS85).  
Accuracy is probably not better than 20%.But roughly it works - see Jlab studies 

We extended calculations  to the case of  scattering off  A=3 for a final state with a 
certain energy and momentum for the recoiling system   FS & Ciofi Kaptari 06.  
Introduce formally virtuality of the interacting nucleon as 

p2int�m2 = (mA� pspect)2�m2.

δ(p,Eexc) =
✓
1� p2int�m2

2∆E

◆�2

Find the expression which is valid both for A=2 and for A=3(both NN 
and deuteron recoil channels):

F2A(x,Q2)

F2N (x,Q2)
� 1 / h�(p)i � 1 = �4

* p2

2m + ✏A

�EA

+
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Dependence of suppression we find for small virtualities: 1-c(p2int-m2)

 

seems to be very general for the modification of the nucleon properties.  Indeed, 
consider analytic continuation of the scattering amplitude to  p2int-m2=0. For   
this point modification should vanish. Our quantum mechanical treatment of 85  
automatically  took this into account.   

This generalization of initial formula allows a more 
accurate study of  the A-dependence of the EMC effect.

28

Our dynamical model for dependence of bound nucleon pdf on virtuality - explains 
why effect is large for large x and practically absent for  x~ 0.2 (average 
configurations V(conf) ~ <V>)
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(a) EMC ratio for 56Fe
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(b) EMC ratio for 208Pb

FIG. 5: (Color online.) EMC ratios with and without the color screening model of medium
modifications. Q2 = 10 GeV2, and data and nucleonic structure function parametrizations

are as in Fig. 3.

The nucelon, after all, has an overall neutral color charge, so any color interaction between
nucleons owes to higher moments (dipole, quadrupole, etc.), which decrease with distance
between the color-charged constituents. Moreover, it can be shown by the renormalizability
of QCD that meson exchange between nucleons, one of which is in a PLC, is suppressed[49].

Since nucleons in an average-sized configuration (ASC) and a PLC will interact differently,
the probability that the nucleon can be found in either configuration should be modified by
the immresion of a nucleon in the nuclear medium. In particular, PLCs are expected to
be suppressed compared to ASCs since the bound nucleon will assume a configuration that
maximizes the binding energy and brings the nucleus to a lower-energy ground state. The
change in probability can be estimated using non-relativistic perturbation theory, as has
been done in Refs. [1, 49]. What is found is that the light cone density matrix should be
modified by a factor δA(k2), which depends on the nucleon momentum (or virtuality) as

δA(k
2) =

1

(1 + z)2
(34)

z =
k2

mp
+ 2ϵA

∆EA
. (35)

In analogy with electric charge screening, this is called the color screening model of the
EMC effect. We shall use it as an example of accounting for medium modifications when
calculating dijet cross sections.

Since the suppression factor depends on the total nucleon momentum rather than just
the light cone momentum fraction α, it is necessary to use the three-dimensional light cone
density ρ(α,pT ) when applying the color screening model. Moreover, since the suppression
of PLCs depends on inter-nucleon dynamics, it is expected not just that the parameters of
δA(k2) should vary with the nucleus considered, but with whether the nucleons are moving
in the mean field or are in an SRC. For a nucleon in the mean field of a heavy nucleus,
we expect the excitation energy ∆EA to be in the range 300 − 500 MeV, namely between
the excitation energies of a ∆ and an N∗ resonance. The best bit to data appears to be
with the N∗ excitation energy ∆EA ≈ 500 MeV. However, for the deuteron, as well as for a

16

Simple parametrization of 
suppression:  no suppression x≤ 
0.45,  by factor δA(k) for x ≥0.65,  
and linear interpolation in between

Fe , Q2=10 GeV2

Freese, Sargsian, MS 14



Critical test we suggested in 1983:
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pA scattering with trigger on large x hard process. If large x corresponds to small sizes  hadron 
production will be suppressed. In other words - trigger for large activity - suppression of events 
with large x. 

ATLAS and CMS report the effect of such kind. Our analysis (M.Alvioli, B.Cole. LF,  . 
D.Perepelitsa, MS) suggests that for x~ 0.6 the transverse size of probed configurations is a 
factor of 0.6 smaller than average. 

Relative probability of hard 
processes corresponding to a 
small σ selection as a function of 
ΣET . ATLAS data  are for x = 0.6 
with black crosses taking into 
account the difference between 
number of wounded nucleons 
calculated in the Glauber and CF 
approaches
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Expectations for gluon EMC ratio for x >0.2

If no EMC effect for gluons  the crossover point from small suppression 
to enhancement is 

xGN (x,Q2 ⇠ 5GeV

2) / (1� x)n, n ⇡ 5

x

cross

=
2

n+ 1
= 0.33

In the rescaling model -- suppression already at x=0.1. Antishadowing?

In the color screening model squeezing of size of configuration
 with valence gluon likely already for x >0.2 - so suppression may 
show up effect. Does not contradict the LHC pA centrality data, 
but more detailed analysis is necessary.

Overall - my impression is that GA/GN suppression is likely at large x, but whether it 
starts already at x ~ 0.2 is an open question. If suppression starts only at x=0.3 it 
maybe masked by the Fermi motion and one would need nucleon tagging to look for 
this effect.
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Conclusions

Well grounded  expectations for enhancement of gluons in 
nuclei at x ~0.1 and of shadowing at x < 10-2 

Realistic to measure with charm tagging 

Possible EMC effect at x > 0.2 - challenging measurement even 
with charm (but potential prize is high). All  alternative methods 
are even less promising.


